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Abstract

The essence of many research topics in the field of natural language processing is to
solve specific classification problems. Existing methods tend to combine the distributed
representation of text with rich syntactic and grammatical information to construct feature
vectors for classification. The existing method can improve the accuracy of the classifica-
tion result, but it will bring a variety of negative effects, such as reduced generalization,
increased computing costs, and so on. The purpose of this study is to obtain a classifica-
tion result similar to the existing method by using only the distributed representation of the
text data in solving the classification problem of natural language processing. In the first
part of the study, we found that the one-hot representation of a word is not satisfactory in
the classification accuracy of the semantic relationship. We consider that this is because
the one-hot representation of the word that it does not carry enough information about the
semantic relationship. In the second part of the study, we proposed the substring vectors
based on the distributed representation of words to classify semantic relationships. With-
out any syntactic and grammatical features and external semantic relational databases, we
obtain classification accuracy higher than most similar methods. We can conclude that the
distributed representation of words carries sufficient information about the semantic rela-
tionship, and this information can be used reasonably and efficiently in some way such as
substring vector to solve the problem of semantic relationship classification. In the third
part of the study, we used a distributed representation of sentences to train a deep neural
network classifier in the actual CSCL project, and obtained classification accuracy simi-
lar to that of human coder. It shows that distributed representations perform better when
combined with deep neural networks as classifiers than traditional classifiers. Based on the
conclusions of the three parts of this study, we conclude that The distributed representation
of text has better classification results than traditional syntactic and grammatical features
when solving classification problems. Through the proposed substring vector, the potential
information related to the semantic classification owned by the distributed representation
can be utilized efficiently, and the classification result higher than most similar studies can
be obtained, If we use a deep neural network classifier, we can more effectively exploit the
advantages of distributed representation in solving classification problems in the field of
natural language processing.
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Chapter 1

General Introduction

1.1 Research Background

In recent years, with the rapid popularization of mobile internet, intelligent hardware and
internet of things (loT), the world data shows an exponential growth trend. Meanwhile,
there are more and more advanced data analysis technologies such as Machine Learning
and Neural Network, and so do their research and applications. It has become a research
hotspot to obtain valuable data from massive and complex data in Natural Language Pro-
cessing (NLP). The semantic relations between two words is one of these valuable data.
They have been widely used in many tasks of Natural Language Processing (NLP), such as
Word Sense Disambiguation (WSD), Paraphrase, Document Summarization and Machine
Translation. At the same time, a rich and structured database of semantic relations can
play a very good role in assisting various Artificial Intelligence System (AIS). For exam-
ple, when we chatted with a robot, we talked about the topic of “fruit”. There should be
a definition that the relationship between “fruit” and “apple” is “hyponym - hypernym”
and the relationship between “apple” and “peel” is “whole - part”. If there is no such a
relational semantics database as a support for the robot, the conversation cannot proceed
smoothly. Therefore, it is necessary to use an effective system to extract the semantic rela-
tions between two words from massive text data. So that the Artificial Intelligence System
can accomplish tasks more correctly and efficiently.

Semantic relations is the relationship between two or more words based on word mean-
ing. In some places, this relationship is also called lexical relations. Our research focusing
on this relationship, the term “semantic relations” was used in this thesis to avoid ambigu-
ity. Many existing researches have used different specific criteria to classify the semantic
relations between two words. Most of the classifications of semantic relations have two
main relationships, “hyponym - hypernym” and “whole - part”. For example, the classifi-
cation of semantic relations in the famous semantic relational database WordNet is shown
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in Table 3.1. In the Associative Concept Dictionary (ACD) proposed by Okamoto et al. [1],
semantic relations are divided into seven kinds of concepts, as shown in Table 1.2.

Table 1.1: Noun relations in WordNet

Relation Definition Example
Hypernym From concepts to superordinates breakfast - meal
Hyponym From concepts to subtypes meal - lunch
Has - Member From groups to their members faculty - professor
Member - Of From members to their groups copilot - crew
Has - Part From wholes to parts table - leg
Part - Of From parts to wholes course - meal
Antonym Opposites leader - follower

Table 1.2: Stimulus and associative concepts in Associative Concept Dictionary

Relation Stimulus Concept Associative Concept
Hypernym chair furniture, thing
Hyponym chair rocking chair, sofa
Part/Material car engine, tyre
Attribute dictionary difficult, helpful
Synonym corridor hallway, gallery
Action newspaper read, buy
Situation book bookshop, library

There are usually two ways to construct semantic relational databases, manual and au-
tomatic. Okamoto et al. [1] used the manual way of associative experiments to construct
the dictionary of associative concepts. In their method, a stimulus word such as “car” was
given to the participants in the experiment, then a semantic relation such as “whole - part”.
If the answer is “engine” by association, the semantic relation between “car” and “engine”
is recorded as “whole - part” and stored in the dictionary of associative concepts. This
completely manual approach has the advantage of high accuracy, but the efficiency is low
when constructing dictionary. Semantic relational databases are usually large, and most of
them were constructed by automatic way. Semantic relations are automatically extracted
from the massive text data through some predefined extraction rules. For example, Sum-
ida et al. [2] proposed a method to extract the “hyponym - hypernym” relationship from
hierarchical layouts in Wikipedia articles .

2



Semantic relation classification is a very important topic in the research of automatic
extraction of semantic relations. Because the accuracy of classification will directly af-
fect the classification results, and further affect the quality of semantic relational database.
Among many existing researches on relational classification, the most representative and
general one is supervised classification using labeled data. Many experimental results have
shown that this is a very reliable classification method, and in most cases, good classifica-
tion results have been obtained. In supervised classification, feature based classification is
the most frequently used method. In order to achieve a high level of accuracy, it is neces-
sary to have a set of heuristic features that can effectively represent the relationship between
two words. The commonly used features are part-of-speech tagging (POST), syntactic pat-
terns, prepositions and so on. Many research results have shown that it can bring better
classification results by using more abundant and high-quality features. More and more re-
search even used external resources when constructing features. For example, the required
data were extracted from WordNet data, Wikipedia data and Google n-grams data to build
features. But this also increased the complexity of features, resulting in increased process-
ing time, which made it difficult to simplify the complexity of features while improving
classification results.

1.2 Previous Studies

In view of the problems described in the previous chapter, our previous research was based
on the associative concept dictionary proposed by Okamoto et al. The research results
of Sumida et al. have shown that the “hyponym - hypernym” relations can be automati-
cally extracted by using the hierarchical layouts in Wikipedia article and high classification
accuracy can be obtained. Figure 1.1 showed the hierarchical layouts of “Black tea” in
Wikipedia article. Unfortunately, the same method was not available to the automatic ex-
traction of the “whole - part” relations. Because there were few words whose relationship
with the title was “whole - part”.

Through research, we found that there were a large number of words whose relationship
with the title is “whole - part” in the text of Wikipedia articles. The method we proposed
here was as follows: First, the associative concept dictionary made by Okamoto and others
was used as teaching data and a large number of “stimulus words” and “associative words”
where extracted from the text of Wikipedia articles as candidate words. Then, the classifier
was trained using the teacher data through the machine learning technology. Finally, the
classifier was used to classify the candidate objects. Through this method achieved the

3



Figure 1.1: Hierarchical layouts of “Black tea” in Wikipedia article

purpose of automatically extracting “whole - part” relations from Wikipedia data to extend
the dictionary of associative concepts.

1.3 Research Objective

After summarizing and analyzing the results of our previous studies, for the semantic re-
lations extracted automatically, trained classifiers had a significant impact on the quality
of relationships and the complexity of feature vectors had a significant impact on the effi-
ciency of extraction. These two points referred to the last problem mentioned in the last
chapter, which is, how to simplify the complexity of the features while improving the clas-
sification results. In order to solve this problem, there were three technologies that had
attracted our attention: distributed representations for words, Neural Network Language
Model (NNLM), and neural network that can be used as classifier.

Generally, there are two ways to represent a word by vector, one-hot representation
and distributed representation. Representing a word as a vector with only one dimension
is called the one-hot representation. For example, the word “apple” can be expressed as
[0, 0, 1, 0, 0, ...]. The one-hot representation often faces the curse of dimensionality in prac-
tical applications. Take the probabilistic language model as an example. Assuming that
the set of words is V , for the simplest trigram language model, the parameter space is
|V |3. Assuming that there are 100,000 words in the vocabulary of corpus, the parameter
space is 1015. This has far exceeded the computing power of ordinary computers. In the
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meanwhile, because the value of most of the vector is 0, it also faces serious data sparsity
issues. Moreover, because words are isolated, there is no way to reflect the potential se-
mantic relations between words in the vector represented by one-hot. In order to overcome
the shortcomings of one-hot representation in terms of semantic relations, Hinton et al. [3]
first proposed the distributed representation of words. The distributed representation of
words is also called the word embedding. To a certain extent, it can be used to describe
the semantic distance between words. For example, the distributed representation of the
word “apple” may be [0.11, 0.77, 0.71, 0.10, 0.50, ...]. The difference between one-hot rep-
resentation and distributed representation is that the former uses a vector of one dimension,
while the latter uses a dense real vector to represent a word. So the dimension of dis-
tributed representation is usually relatively low, usually around a few hundred. In practical
applications, distributed representation can effectively alleviate the problem of data sparse-
ness. Using distributed representation, we can efficiently calculate the semantic relations
between words in low-dimensional vector space.

Unfortunately, the computation process of distributed representation of words is usually
complicated. From the early latent semantic indexing to the recent neural network language
model, researchers have developed various models to learn the distributed representation
of words. Bengio et al. [4] did the relative researches of Neural Probability Language
Models (NPLM) [5], which made distributed representation of words gain wide attention.
Bengio et al. used a three-layer neural network to build a language model, as shown in
Figure 1.2. But the early neural network language model like this was inefficient and
difficult to be used in practice. On the basis of these early related studies, Mikolove et
al. [6] proposed that a simpler network model was used to get the distributed representation
of the word by using the context before and after the word. They simplified the non-linear
hidden layer in the traditional neural network language models and developed two simpler
neural network models, Continuous Bag-of-Words (CBOW) model and Skip-Gram model,
as shown in Figure 1.3. The experimental results showed that the distributed representation
of the words obtained through these two models was much better than that obtained from
the traditional neural network language model and the training time was only about 1/10
of the latter. Now, these two models have become the representative models of distributed
representation of learning words. The distributed representation of the acquired words
obtained by these two models after being trained through huge text datasets like Wikipedia
must contain abundant semantic relations between words. This distributed representation
of words can be used to construct feature vectors with high quality.

In our previous research, the traditional Support Vector Machine (SVM) classifier was
used [7]. In recent years, many studies have shown that if the characteristics of data are
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Figure 1.2: An overview of the network architecture of neural probabilistic language model

not obvious, when classifying potential relationships in data, the results obtained by the
trained neural network is better than those of traditional classifiers. A single-layer fully-
connected neural network for classification, input data is a feature vector constructed in
advance according to a variety of features, and output data is the prediction of semantic
relation classification. We can use the teacher data to train the neural network. During the
training process, the weight and bias of the hidden node will be updated. Then the trained
neural network can be used to predict the relationship between two unknown words.

According to the research of Zeng et al. [8], the classification results of semantic rela-
tions were not only related to the neural networks used, but they also had much to do with
the feature set chosen when constructing feature vectors. Most of the existing researches
combined several feature sets to construct feature vectors. Even some feature sets were
extracted from external resources. Table 1.3 shows the commonly used external resources
in the existing researches for semantic relations classification. Although the use of ex-
ternal resources can improve the accuracy of semantic classification, it also had obvious
shortages, which made the algorithm in the research method more complex and certainly
increased the number of dimension of feature vectors. It was closely related to the language
types of the subjects. Once the language types of the subjects are changed, for example,
from English to Japanese, the external resources used will be invalid.

For the problems in the previous research, The motivation of our research was to find a
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Figure 1.3: CBOW and Skip-gram neural architectures

Table 1.3: The most commonly used external resources for semantic relations classification

Resource Name Description

WordNet A lexical database of English words that are linked together
by their semantic relationships.

Google n-gram A dataset that Google have created for language modeling
over time using text of books.

OpenCyc The world’s largest and most complete general knowledge
base and commonsense reasoning engine.

PropBank A corpus that is annotated with verbal propositions and their
arguments.

NomBank A project at New York University to annotate the argument
structures for common nouns in the Penn Treebank II corpus.

Roget ʟs Thesaurus A widely used English-language thesaurus.

simple way to construct a low-dimensional feature set and use it to construct feature vec-
tors, and finally obtain high-precision results of semantic relation classification. In other
words, we needed to build a simple and intelligent distributed representation of text data
that can contain as much potential grammatical and semantic information as possible. We
were inspired by the research on distributed representation of words. According to the re-
search of Fu et al. [9], the F-score of predicting the “hyponym - hypernym” relations was
improved by using the distributed representation of words. Because the distributed rep-
resentation of words contained a lot of semantically related information, we proposed to
construct feature vectors based on the distributed representation of words. We introduced
a new distributed representation of the partial word sequence between two words in a sen-
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tence, which we called substring vector. We only used this new distributed representation
feature set to classify semantic relations. Compared with similar researches, a higher ac-
curacy (78.10%) was achieved in our research. Furthermore, unlike other similar studies,
no external resource was used in our method. The advantages of this are: first, it did not
rely on the language type of the target, which made it easy to apply to other similar tasks.
Second, the number of dimensions of the feature vector was lower than that of the similar
researches, which improved the classification efficiency. The novelty of our method is that
we proposed a new simple and effective weighting method based on word frequency. Ac-
cording to the experiments, the F-score of the semantic relation classification results can be
increased by 1% to 3% after using the weighting method.

1.4 Thesis Organization

In this thesis, the automatic extraction technologies of semantic relations was researched
and a new substring vector was proposed to construct feature vectors for semantic classifi-
cation in the aim of improving the accuracy and efficiency of semantic relation classifica-
tion.

Chapter 2 introduced our previous research, which took the association concept dictio-
nary as the research object. The study was aimed at automatically extracting association
concepts from Wikipedia data. Chapter 3 introduced our research methods, which was the
core of this thesis. We focused on the classification of semantic relations. The classification
was done by using an efficient low-dimensional distributed representation of partial word
sequences in text data, which was a lightweight way of processing. We proposed a method
to construct classification features of semantic relations. This method consisted of only
a low-dimensional vector of partial word sequences between two words. In addition, we
also studied the relationship between the number of dimensions and accuracy when using
a non-linear classifier. In the Chapter 4, through a specific research, we used a deep neural
networks to solve the problem of classification of sentences in educational data. We gener-
ated a distributed representation of the sentence and then used it as a feature vector. These
feature vectors are used to train a deep neural network, and finally the deep neural network
is used to classify the labels of the educational data. We used the distributed representation
of the sentence to solve this practical and specific problem. Chapter 5 summarized our
research.
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Chapter 2

Semantic Relation Extraction and
Classification from Combination of
Associative Concept Dictionary and
Wikipedia Data

2.1 Introduction

When humans talk to each other about a topic, in order for the dialogue to proceed smoothly,
it is necessary to use background knowledge about the topic. For example, when discussing
the topic of “fruit”, it will recall words like “apple”, “orange”, “health” and “price”, and
the semantic relations between these words and “fruit” is this background knowledge of
the topic. How to let computers learn this background knowledge has become an important
topic in the field of artificial intelligence and natural language processing. In particular, in
order to understand the correct meaning of polysemy or homonym in the current sentence,
we need to choose according to the background knowledge of the article. For example,
when one sees the phrase “our manager is a devil”, it is easy to understand that the man-
ager is not a real devil, but wants to express that the manager is a strict person. But it is
very difficult for a computer to understand the meaning of this sentence. If the computer is
only interpreted according to the literal meaning, it will cause a lot of misunderstanding.

In order to solve the problems mentioned above, a database of associative concepts
such as “devil - terror” is needed as support. Okamoto et al. [1] proposed a method to con-
struct associative concept database. They obtained associative concepts through associative
experiments. Firstly, the subjects were given a basic word, then seven kinds of semantic
relations were given, such as “hypernym concept”, “hyponym concept”, “part/material con-
cept”. Finally, the words associated with each semantic relations were recorded. After a
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large number of experiments, a large-scale dictionary of associative concepts has been con-
structed based on the recorded experimental data. At present, the size of the dictionary of
associative concepts is: 1055 stimulus concepts, and about 250,000 associative concepts
corresponding to stimulus concepts, which are increasing gradually. However, the dic-
tionary content is all manually produced by researchers through association experiments.
Compared with automatic extraction through the system, this original manual method has
the advantages of higher accuracy, but the efficiency of manual production is very low. With
the rapid development of various technologies, the concept of association of the same word
will change with the development of the times. For example, for words like “phone” and
“television”, their associative concepts is vary greatly in different ages, and even many new
associative concepts will emerge. Therefore, the low efficiency of manual mode becomes
a more and more serious problem.

To solve above problems, our goal is to propose a method of automatically extracting
associative concepts to expand the dictionary of associative concepts. Our research meth-
ods are as follows. Firstly, a large number of word pairs are extracted from a large number
of text data on the network as a candidate for associative concepts. Then, using machine
learning technology, the existing Associative Concept Dictionary is used as teacher data to
train the automatic extraction system. Finally, the associative concepts which are correctly
classified and do not exist in the existing Associative Concepts Dictionary are selected from
the alternates, and added to the existing dictionary as new associative concepts, so as to ex-
pand the existing Associative Concepts Dictionary. In the existing research, there have
been many studies on automatic extraction of “hypernym concept”, “hyponym concept”
and “synonym concept” which have been obtained satisfactory results. Due to the lack of
appropriate teacher data, there are few studies on automatic extraction of “part/material
concept”. We believe that the existing dictionary of associative concepts contains a lot of
appropriate teacher data related to “partial/material concept”.

In this study, we select “part/material concept” as the research focus from seven asso-
ciative concepts, automatically extract candidate associative concepts from a large number
of text data such as Wikipedia articles, train SVM classifier with Associative Concept Dic-
tionary as teacher data, and extract new “part/material concept” from candidate by classi-
fier. The experimental results show that we have achieved very significant results.
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2.2 Associative Concept Dictionary and Associative Ex-
periments

In order to build an artificial intelligence system, we need to take full account of the back-
ground knowledge of words, which requires a large-scale and structured concept database.
Existing representative conceptual databases include: WordNet in English [10], EDR Elec-
tronic Dictionary [11][12] and Associative Conceptual Dictionary in Japanese [1], etc.

Associative Concept Dictionary is a systematic database based on large-scale exper-
imental data of association. It contains a large number of pairs of words composed of
stimulus concept and multiple associative concepts associated with stimulus concept. The
association distance between stimulus concept and associative concept is quantified. Asso-
ciative experiment is a cognitive experiment designed to elucidate the structure of human
knowledge. Specifically, it shows the subjects a stimulus concept and seven kinds of se-
mantic relations, and records the associative words as associative concepts through the
free association of the subjects. The concept of stimulus is a combination of the most ba-
sic nouns appearing in Japanese primary school textbooks and the nouns supplemented in
experiments as a phrase of stimulus concept. Okamoto [13] defines the concept of associ-
ation as seven kinds of semantic relations, i.e. “hypernym concept”, “hyponym concept”,
“part/material concept”, “attribute concept”, “synonym concept”, “action concept” and
”situation concept”. Each semantic relations and example are shown in Table 1.2. For each
stimulus concept, the associative contents of 50 subjects were recorded. At present, the
concept of stimulation in associative concept dictionary has reached 1055, and associative
concept is about 250 thousand. The dictionary is constantly being expanded through the
associative experiment. At the same time, many studies on the construction of semantic
network and the resolution of word ambiguity using Associative Concept Dictionary are
under way [14].

Because the concept of association is constructed manually by researchers through as-
sociative experiment, there is a problem of low efficiency. At present, there have been many
studies on automatic extraction of the two semantic relationships, and good results have
been obtained, but there are few studies on automatic extraction of “part/material concept”.
This study proposes a method of automatically extracting the concept of part/material from
massive text data from the Internet.
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2.3 Related Work

Among the seven semantic relationships in the Associative Concept Dictionary, there are
many existing studies on the “hypernym concept”, “hyponym concept” and “synonym con-
cept”, and the research results have been widely used. Hearst et al. [15] proposed a lexicon-
syntactic patterns approach to extract hypernym and hyponym relations from newspaper
articles. After that, with the development of the Internet, Shinzato et al. [16] proposed a
fast and automatic method to extract natural language expressions with similar semantics
from a large number of HTML articles on the Web. They proposed a method to classify
words into several semantic classes. The experimental results were verified by four sub-
jects, and the accuracy rate was 80%. In the latest research on the semantic relationship
between words based on Wikipedia data, Sumida et al. [2] proposed a method to extract the
“hypernym/hyponym concept” through hierarchical layouts of Wikipedia article. Firstly,
they assumed that there are many “hypernym/hyponym concepts” in the hierarchical lay-
outs of Wikipedia articles. Then, they use the data of entries and lists in Wikipedia articles
to filter through machine learning. Finally, they got 1.35 million sets of word pairs of
“hypernym/hyponym concepts”. The experimental results showed that the correct rate of
the results is more than 90%.

However, for the concept of part/material, the hypothesis of Sumida is not valid. There
are very few “part/material concepts” in the hierarchical layouts of Wikipedia article. For
example, as shown in Figure 1.1, the hierarchical layouts of Wikipedia article titled “coc-
cinellidae”, include words such as “coccinella septempunctata”, “harmonia axyridis” and
“menochilus sexmaculatus”, which are semantically related to “coccinellidae” by hyper-
nym or hyponym relation. But there are no words like “legs”, “antennae” and “coccinelli-
dae” that are semantically related to part/material relation. Through our research, we find
that the title of Wikipedia article, part/material relation words mostly appear in the body of
the article. For example, in the article titled “coccinellidae”, there is a sentence “Coccinel-
lids are often conspicuously coloured yellow, orange, or red with small black spots on their
wing covers, with black legs, heads and antennae. ”, in which, “covers”, “legs”, “heads”,
“antennae” and “coccinellidae” are semantic relations of part/material. And, these words
are often juxtaposed in sentences.

If we know that there is a “partial/material concept” word pair like “coccinellidae -
antennae” in the Associative Concept Dictionary, it is possible to find a ”part/material con-
cept” that does not exist in the dictionary, such as “coccinellidae - cover”, “coccinellidae -
leg” and “coccinellidae - head”. So we propose a new hypothesis, if we know that there is a
partial/material relation word pair ws and wr in the Associative Concept Dictionary (where
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ws is the stimulus concept, wr is the associative concept), in the body of the Wikipedia
article titled ws, if a sentence contains wr and there is wn1, wn2... which is a side-by-side
relationship with wr, then the possibility of the partial/material semantic relationship is
very high for wn1, wn2... and ws. Based on the above hypothesis, we propose a new method
to automatically extract “partial/material concept” that do not exist in Associative Con-
cept Dictionary using Wikipedia data. The validation experiments show that our proposed
method is effective.

Since the Associative Concept Dictionary is a conceptual dictionary on Japanese, the
Wikipedia article mentioned in this chapter is in Japanese.

2.4 Proposed Method

In this thesis, we use the text of the Wikipedia article as the data source and the Associative
Concept Dictionary as the teaching data, and propose a new method that can automatically
extract the “part/material concept”. The details of the method are as follows.

First, we get the required word sets from the Wikipedia data based on the Associative
Concept Dictionary. Since stimulating words and associative words in the Associative
Concept Dictionary are one-to-many forms, we can get such a set {ws1 | wr1, wr2, ..., wrn}
according to the dictionary, where ws1 is a stimulating word , wr1 is the associative word.
We get the relevant text data titled ws1 from the Wikipedia data. Then we divide the text
data into sentences, and separate the words in each sentence by morphological analysis to
obtain words set W.

Second, we classify word collections according to the Associative Concept Dictionary.
If a word wx in the words set W exists in the set {wr1, wr2, ..., wrn}, we extract the word, and
after traversing the words set W, all the extracted words can form a words set X. According
to our hypothesis, if a certain wy in W and each element in the words set X are not in a
side-by-side relationship, the probability that wy is an associative word is very low. We
extract words like wy to form a words set Y . We extract the words in the words set W that
do not belong to the words set X or the words set Y , and form a words set Z as a candidate
for the new associative word.

Third, we create feature vectors for each of the words in the words set X, Y , and Z.
We extract the syntax information of the word as a feature to construct a feature set. The
feature set of the words set X is a positive example. The feature set of the words set Y is a
negative example. The positive and negative examples are used as training data to train the
classifier, and then the trained classifier can used to classify the word set Z to obtain new
associative words.
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The generation of training data and the extraction of features will be explained in detail
in the following sections.

2.4.1 Pattern of Training Data

Table 2.1: The form of the training data

Data A { stimulus | associative }
Data B { stimulus | sentence }
Data C { stimulus | associative | sentence }
Data D { stimulus | associative | candidate associative | syntax information }
Data E { stimulus | associative | candidate associative | syntax information | label }

The form of the training data used to train the classifier is shown in Table 2.1. The
training data is prepared by the following five steps show in Figure 2.1.

Step1. Extract the “part/material concept” data from the Associative Concept Dictio-
nary. There are seven kinds of semantic relations in the Associative Concept Dictionary.
We only extract the relevant data of “part/material concept”. The stimulus words and the
associative words in the dictionary appear in pairs, so a collection of “Data A” as shown in
Table 2.1 is obtained.

Step2. Extract text data from Wikipedia articles in units of sentences. Using the stim-
ulus word in the Associative Concept Dictionary as the title of the article. In order to
facilitate the processing of data, we use the Wikipedia API to get the required text data and
save it in the local database. After that, we divide the text data into sentences, and obtain a
set of “Data B” as shown in Table 2.1.

Step3. Integrate the collection of “Data A” and “Data B”. We integrate the data of the
same word in the set of “Data A” and “Data B” to obtain the set of “Data C” in Table 2.1.
After that, we traverse the words in the sentence of “Data C”. If the associative word exists
in the sentence, then the data is retained as valid data, and other data is discarded as invalid
data. The purpose of this is to reduce the number of negative examples as much as possible.

Step4. Add syntactic information to the collection of “Data C”. We use the morpholog-
ical analyzer to parse the sentences in “Data C”, and divide the sentences in “Data C” into
words, and finally add the syntactic information obtained after parsing to the end of each
data. Thus, the set of “Data D” in Table 2.1 is obtained. After this step, the smallest unit in
the data is changed from one sentence to one word. and one “Data C” is split into several
“Data D”.

14



Step5. Add positive and negative labels to the “Data D”. In order to train classifiers
such as SVM, “Data D” needs to be divided into positive and negative examples. For a
“Data D”, if its alternate word is the same as the associative word, then it is considered a
positive case (labeled as +1.0). If its alternate word and the associative word are belong to
different category and are not juxtaposed with the associative word, then it is considered
to be a negative example (labeled as −1.0). In this way we obtain the “Data E” set in
Table 2.1. Since we have no way to directly generate negative examples based on the
Associative Concept Dictionary, we can only indirectly complete the construction of the
negative examples.

Figure 2.1: The preparation process of training data

2.4.2 Extraction of Features

In general, how to construct the feature vector of the training classifier will have a great
impact on the precision of classification. So we should choose the most effective feature
as far as possible. In this study, for a word w, we choose two features as follows: First,
we take the category list of the word w as a feature. Second, we take the dependency list

15



of the word w (including the Japanese auxiliary word) as a feature. The feature vector is
generated by the following three steps.

Step1. The syntactic information of the words in the positive example of the training
data is extracted to generate a category sequence K and a dependency sequence F.

Category List : K = [k1, k2, k3, · · · , kn]
Dependency List: F = [ f1, f2, f3, · · · , fm]
Step2. The category sequence K and the dependency sequence F are combined together

as a feature set S .
Feature Set: S = [k1, k2, k3, · · · , kn, f1, f2, f3, · · · , fm]
Step3. The syntactic information of each word is compared with the feature set to create

a feature vector that can be used to train the classifier. The value of the feature vector is
binary, True(1.0) and False(0.0). For example, if the word w belongs to the category k1

and there is a dependent word f2 in the sentence x, then the feature vector of the word w is
[1.0, 0.0, 0.0, ..., 0.0, 0.0, 1.0, 0.0, ..., 0.0]. We append the feature vector to the positive and
negative labels of the previous section “Data E” to form the following data form:
{ stimulus | associative | candidate | syntax information | label | feature vectors}
The feature vector here is also the input vector of the classifier.

2.5 Experiment Results

2.5.1 Tools and Dataset

In order to evaluate the effectiveness of our method, we selected 200 stimulus words from
the Associative Concept Dictionary to conduct a validation experiment. In this experiment,
we used the Japanese Dependency and Case Structure Analyzer KNP to parse sentences
from the Wikipedia articles. We applied three kinds of classifiers to our data: (1) a non-
linear SVM with the Gaussian radial basis function kernel (SVM-RBF), (2) a linear SVM
(SVM-LN), and (3) a simple feed-forward neural network with a two-way softmax classi-
fier (NN+softmax).

We now describe the experimental steps in details. Firstly, we selected 200 stimulus
words from the existing Associative Concept Dictionary as the object of this experiment.
Since the stimulus words and the associated words in the dictionary are one-to-many rela-
tionships, we obtained 42,452 “Data A”. The semantic relationship between the stimulus
word and the associated word was part/material relations. Secondly, 200 stimulus words
were used as the title to obtain text data from Wikipedia articles, and text data was seg-
mented in units of sentences. After eliminating duplicate and invalid data, 49,397 “Data
B” valid data was left. Thirdly, we combined “Data A” and “Data B”, and filtered out the
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sentences containing the associated words in “Data B”, 16,611 “Data C” were generated.
Fourthly, we used the tool KNP to parse the sentences in “Data C” and divided into “Data
D” according to the obtained syntactic information. Since KNP also has the morpholog-
ical analysis function, we can easily extract each word in a sentence. The “Data C” was
segmented in units of words, 19,910 “Data D” were generated. Finally, according to the
criteria of labels, “Data D” was divided into 489 positive examples and 19,421 negative
examples. The number of intermediate data is shown in Table 3.5.

Table 2.2: The number of intermediate data

Data A 42,452
Data B 49,397
Data C 16,611
Data D 19,910
Positive Examples of Data E 489
Negative Examples of Data E 19,421

Based on the method described in Section 2.4.2, we obtained a feature vector with
dimension 2,885, in which the number of category features was 146 and the number of
dependent words was 2,739.

According to the pre-processing results of the experimental data, the number of negative
examples is approximately 40 times the number of positive examples. This is a typical
imbalanced data problem in machine learning. Training models using such imbalanced data
will be skewed towards the minority class. We used a traditional and effective method to
solve this problem, randomly extracting the same amount of positive data from the negative
data. We combined positive data and negative data as our experimental data, 80% of the
data as training data and 20% as verification data. The composition of experimental data
set is shown in Table 2.3

Table 2.3: The composition of experimental data

Number of Experimental Data 978
Number of Training Data 782
Number of Verification Data 196

In this experiment, we applied three kinds of classifiers for classification. For the pa-
rameter setting of SVM-RBF, the kernel type was set to radial basis function, penalty pa-
rameter C was set to 1.0, gamma was set to 0.1, and degree was set to 3. For the parameter
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setting of SVM-LN, the kernel type was set to linear, and other parameter setting was sim-
ilar to SVM-RBF. For the neural network, it was a four-layer neural network. It had two
hidden layers, and the number of neurons in the two hidden layers is 1,400 and 500 respec-
tively. We set the learning rate to 0.001 and the maximum number of training epochs to
100.

2.5.2 Results and Discussion

Table 2.4: The classification performance of three classifiers

Classifier Accuracy Precision Recall F-score
SVM-LN 0.678 0.698 0.679 0.670
SVM-RBF 0.688 0.716 0.689 0.679
NN+softmax 0.740 0.743 0.740 0.739

Table 2.5: The confusion matrix for validation data

Actual(Associative Concept Dictionary)
Positive Negative

Predicted (NN + softmax) Positive 67 (TP) 21 (FP)
Negative 20 (FN) 78 (TN)

The accuracy, precision, recall and F-score of classification for the three classifiers are
shown in Table 2.4. We used the training data to train the neural network, and then used it
to predict the verification data. The confusion matrix of the prediction results is shown in
Table 2.5. According to Table 2.4, we knew that the classification result of a simple neural
network is better than the traditional SVM classifier, and according to experience, with the
optimization of the neural network, the classification result can be improved.

Based on the analysis of the prediction error data, we found that it has a lot of bad
influence on the classification results because the number of negative samples in the original
data is much larger than the number of positive samples. For example, for the word “forest”,
words such as “water” and “walking” appear in sentences more often than “part/material
concept” words, such as “trees”. Therefore, in this case, even if the probability of such
an error occurring in the “negative example being misjudged as a positive example” is
small, since the number of negative examples is large, and comparing with the number
of “correctly determined in the positive example”, the ratio of misjudgment results is also
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very high. Even if we use random sampling to artificially reduce the number of negative
samples, it does not improve the situation, and unfortunately, it also causes loss of features
in the negative case. If we use a more precise rule to determine the negative sample, we
can get better classification results. Through experiments, we found that since not every
word has a category feature, it has less contribution to the classification features. At the
same time, we also found that in the training model, the feature of most dependency words
have weights, which also indicates that the dependency words have a positive influence on
the classification results. From this we believe that the dependency word is a very effective
feature in the semantic relationship of “part/material concept”.

2.6 Conclusion

In this study, we proposed a method for automatically extracting “part/material concept”
using the Associative Concept Dictionary and Wikipedia data. For “part/material concept”,
we combined the Associative Concept Dictionary and Wikipedia data to build training data,
train the classifier, and then use the trained classifier to validate our method against 196
pieces of validation data. The accuracy of classification results is 74%.

Although there are already many studies on “hypernym concept” and “hyponym con-
cept” which have obtained a high accuracy, the existing research is less involved in the
“part/material concept”. In this study, we took “part/material concept” as the research
object and obtained very meaningful results.

We list the following three aspects as topics for improving accuracy in the future.
Firstly, the data used in this study is only a small part of the Associative Concept Dictio-
nary, which only including the data related to “part/material concept”. If we can use data
from other association concepts, it will improve the precision of the results to some extent
although the number of sample points will increase significantly. Next, besides category
information and dependency information, there is much other more detailed information
related to words, such as the position of words, etc. If this information can be used as
features, we can enrich the types of features and obtain better precision. Finally, we be-
lieve that if using deep neural networks instead of the simple neural networks used in our
experiments, the better classification results will be obtained.
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Chapter 3

Semantic Relation Classification through
Distributed Representations of Partial
Word Sequences

3.1 Introduction

The popularity of the internet and computers, data now become massive and public in our
society. In recent years, beyond the notion of big data, representation of data that is more
efficient for intelligent systems, is received considerable attention. Semantic relations be-
tween two words extracted automatically from text data are in such type of data. They
are widely available for many tasks of Natural Language Processing (NLP) applications,
such as Word Sense Disambiguation (WSD) [17], Paraphrasing [18], Document Summa-
rization [19] and Machine Translation [20]. For instance, if we chat with robots and they
cannot extract semantic relations from our words, the conversation does not smoothly pro-
ceed. Thus, an efficient semantic relation classification mechanism is required to obtain
the background knowledge of robots [21][22], so that data can be applied more smartly on
existing intelligent systems.

In the past few years, relation classification has attracted considerable research interest.
Many approaches have studied relation classification, the most representative and general
one is that of supervised classification from labeled data, which has been shown to be re-
liable and yield good classification results in most cases [23][24][25][26]. In supervised
classification, feature-based approaches are used most commonly. In these approaches, to
achieve high-level accuracy, a set of heuristic features that can effectively represent rela-
tions between two nominals must be determined. Since using richer and higher-quality fea-
tures leads to a better performance, in existing approaches, frequently various features, such
as part-of-speech tagging (POST), syntactic patterns, and prepositions [27][28], are used
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and external resources, such as WordNet data, Wikipedia data, and Google n-grams [29],
are imported. This tendency also increases the complexity of the feature set which result-
ing in an increased processing time. Thus, it is difficult to simplify the complexity of the
features and improve classification results simultaneously.

To solve these problems, there are two techniques that have received considerable
attention: distributed representations for Words and Neural Network Language Models
(NNLMs). In general, an appropriate set of vectors in N , where words are mapped and
N is sufficiently small, e.g., less than several hundreds, and the elements of which are usu-
ally not zero, is called a distributed representation of words [30]. Zeng et al. (2014) [8]
showed that using the Convolutional Deep Neural Network (CDNN) model with lexical and
sentence-level features yields better results than other existing approaches. In the CDNN
model, as well as other NNLMs, words must be converted into vectors through some dis-
tributed representation before the model is applied.

An appropriate distributed representation is the key point for achieving highly accurate
classification results. Most of the existing methods are combined with several feature sets
to construct the appropriate distributed representation. Even some feature sets are extracted
from external resources. Table 3.1 shows number of external resources and feature sets in
the existing research. Although the use external sources can improve classification accu-
racy. It has obvious drawbacks; it makes the algorithm of approach more complex, and
increase the number of dimension of the feature vectors. If the object language has been
changed, the external resources used in the approach will be invalidated. Our motivation
is to find a simple way to build a simple and small feature set, and to use only that feature
set to obtain high classification accuracy. In other words, we need a simple and smart rep-
resentation of data that contains a considerable amount of potential syntactic and semantic
information.

We obtain the inspiration from the related research on word vectors. Distributed rep-
resentations of words called word vectors proposed by Mikolov have shown to preserve
linguistic regularities, such as the semantic relations between two words [6][31]. For ex-
ample, it is known that v(king) − v(queen) ≈ v(man) − v(woman), where v(w) is the vectors
of the word w. Fu et al. (2014) showed that the prediction performance for the hypernym-
hyponym relation is improved in terms of F-scores by using word vectors [9]. Since word
vectors appear to contain information about other relations, we exploit them in our pro-
posed approach.

In this thesis, we introduce new distributed representations for sequences of words be-
tween two words, called substring vectors. We used it as only a feature set for relation

21



Table 3.1: Number of features and resources.

System Name
# of Feature

Sets
# of External

Resources
Baseline 1 0
ECNU-SR-7 5 2
ISI 4 3
FBK IRST 12VBCA 4 1
UTD 6 5
RMVN 2 1
CDNN 2 1
CR CDNN 2 1
RelEmbFULL 3 3
Proposed 1 0

classification and achieved a sufficiently high accuracy(78.10%.) More importantly, differ-
ent from existing approaches, our approach do not use any external resources, and has a
low number of dimension for feature vectors. The novelty of our approach is that we have
proposed a new simple but effective weighting method based on words frequency. The
experiments showed that after processing the weighting, the F-scores of the classification
results can be improved by 1%–3%.

3.2 Related Work

3.2.1 Learning with Sophisticated Features

Relation classification is one of the most important topics in Natural Language Processing
(NLP). A benchmark dataset for semantic relations called SemEval-2010 Task 8, which
was used in a contest, picks up nine relations that cover a sufficiently broad range to be of
general and practical interest [32]. The approach of Bryan et al., won the relation classifica-
tion contest [29], uses various types of features, which can be partitioned into eight groups,
where five groups are taken from external resources. This shows that the combination of
rich features and learning algorithms that are tolerant to high dimensions, such as the linear
Support Vector Machine (SVM), is one of the most effective approaches for relation de-
tection. However, the performance of the approach strongly depends on the quality of the
designed features and the amount of external resources.
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3.2.2 Learning with NNLMs

Bengio (2003) proposed a neural probabilistic language model [4] that is also increasingly
used to solve the problems of NLP. With the recent revival of interest in Deep Neural Net-
works (DNNs), many researchers have concentrated on using deep learning approaches to
learn features. Socher (2012) proposed a new Recursive Neural Network (RNN) to learn
vectors for relation classification [33]. Motive by RNN, Hashimoto (2013) proposed an
explicit weighting of important phrases for the target task. Their experimental results on
semantic relation classification show that weighting significantly improves the prediction
accuracy of the model [34]. Recent research on relation classification has used a CDNN to
extract lexical and sentence level features [8]. Based on CDNN, Sanotos (2015) [35] pro-
posed a pair-wise ranking loss function that makes it easy to reduce the impact of artificial
classes. This approach have achieved state-of-the-art results for relation classification.

The above studies showed that using NNLMs improves results more than other ex-
isting approaches, and appropriate weighting of features improves the quality of vectors.
Unfortunately, because of the large number of dimensions, it is difficult for existing ap-
proaches to reduce the computational cost while maintaining prediction accuracy. To solve
this problem, we propose low-dimensional feature vectors for relation classification. Our
approach effectively alleviates the shortcomings of traditional features as described in the
next section.

3.2.3 Comparison with Existing Approaches

In order to express more clearly the novelty and advantage of our work, we compared our
proposal with existing approaches from two aspects: one is the novelty and the advantage
of our algorithm, and the other one is the simplicity and its advantage as a consequence.
We mention here two methods as resent NNLM methods of semantic classification for
comparison; Zeng’s method [8], which is representative for others using CNNs [9], and
Hashimoto’s method [36], which is most similar with our method to the best of our knowl-
edge.

First, we describe the novelty and the advantage of our method compared to others. The
clearest novelty of our method is that we give a new weighting method to make feature vec-
tors. All method including our method generally divides a sentence into three pieces at first,
which are the inside word sequences and the word sequences on the left and the right hand
side (i.e., Substr2, Substr1 and Substr3 in Section 3.4.3.) In Hashimoto’s method, a vec-
tor representation for each inside word are learned by their proposed probabilistic model,
where is similar with CBOW but specialized to represent the above segmentation of each
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sentence. Then, to make a feature vector, they take an arithmetic mean of all inside word
vectors with a certain length of the window. They classify semantic relations by feeding
feature vectors to the single-layered softmax classifier. On the other hand, Zeng’s method
first makes a word vector for each inside word by the well-known embedding methods
such as CBOW, and then feeds the sequence of those vectors along with other sophisticated
features to the CNN.

Our method is relatively more similar with Hashimoto’s method than Zeng’s CNN-
based method, in terms that both our and their methods averages word vectors correspond-
ing to the inside word sequences. However, our method makes a final feature vector by
the specific weighted arithmetic mean, which is one of the main novelties of our method,
whereas Hashimoto’s method uses the simple arithmetic mean.

As shown in Section 3.6.4, our weighting method improves the result by 1%–3% com-
paring to the method using the simple arithmetic mean. This improvement is sufficiently
considerable comparing to other methods. For example, the specialized word vectors pro-
posed by Hashimoto, which is one of the main novel point of their methods, improves by
1% comparing to the method replacing their specialized word vectors with usual ones ob-
tained by well-known methods like CBOW. In addition, our weighting method is able to be
combined with other methods that uses the simple arithmetic mean of word sequences like
Hashimoto’s.

In the following, we describe the simplicity and its advantage of our approach. One of
the main simplicity of our approach is that it has significantly small number of dimensions
of input feature vectors, which we call the length of input vectors below. In Zeng’s method,
the length of input vectors is at least d(3l + 8), where d is the number of dimensions of
each word vectors and l is the variable length of the inside word sequence. Since they let
d = 50 in their paper and l is approximately 17 in average for the used data, the length
of input vectors is no less than 2950 approximately. In Hashimoto’s method, the length of
input vectors is at least 4d(2+ c) as they describe, where c is the length of the window each
word has. By plugging d = 100 and c = 3 which are the values they found by tuning, we
have that the length of input vectors for their method is approximately 2000. In contrast to
those methods, our approach makes input vectors with the length of d, and we find that the
results are best when d = 50 approximately.

The significantly small length of the input vectors has some obvious advantages. One
of them is the low computational cost for both learning and predicting. Unfortunately, we
could not find the actual computing time for both Zeng’s and Hashimoto’s methods. How-
ever, if a classifier is fixed, its computational cost for learning and prediction significantly
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depends on the length of input vectors in many cases. In fact, the experiments shown in
Section 3.6.3 demonstrates that general claim at least for two specific classifiers.

We also point out that no external resources are mandatory in our approach, whereas at
least one external resources are used in almost all the existing researches as table 3.1 shows.
Generally speaking, non-external-resource approaches reduce the human costs and increase
the robustness when applying them to new languages and domains. The experiments show
that our approach still achieved a sufficiently high accuracy even though it is non-external-
resource and has simple low dimensional feature vectors.

3.3 Distributed Representations of Words

Distributed representations of words in a vector space help learning algorithms to achieve
a better performance in NNLM processing tasks, which is also called word embedding
or word vectors [3][37]. This idea has been applied to statistical language modeling with
considerable success [38][4]. Mikolov et al. proposed two new language models called
the Continuous Bag-of-Words (CBOW) model and the Skip-Gram model, both of which
are a type of unsupervised NNLM [39][6][31][40]. They also proposed an approach called
negative sampling [41], where negative examples that do not exist in data are constructed
in order to reduce the problem to an optimization in a discriminative model [42].

In the CBOW model with the negative-sampling approach, a center objective function
parameterized by input and output vectors of words is optimized.

Intuitively, this optimization makes the vector of a word w as close as possible to the
average of the vectors of words in the context of w with the length of k, while each vector
repel each other due to the effect of negative samples. The word vectors obtained above are
known to produce good representations that reflect semantics of words.

For relational classifications, since there are multiple words between two objective
words, the word-vector representations are still redundant to be considered as input vectors
for existing classifiers. Thus we define and construct new efficient vectors for substrings
based on word vectors as described in the following section.

3.4 Proposed Method

In this section, we propose a new approach for classification of relations between pairs of
nominals. We introduce a simple but effective feature vector called substring vector, which
is constructed above word vectors. The process for creating the substring vectors consists
of three steps. Firstly, a vocabulary is constructed from the training text data and then vector
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representations of words are learned. Secondly, substrings between pairs of nominals in
sentences are extracted and a weight for each word vector is calculated. Finally, after the
vectors for each word in a substring are weighted and normalized, the sum of the vectors
constitutes the substring vectors.

For instance, in the sentence “This chair is made of wood”, the words “chair” and
“wood” have the Entity–Origin relation. The substring specified by these words and to
be mapped into N is “is made of”. The weight of each word in this substring is different.
Words that carry more relation information should be more weighted, while ubiquitous
words should not. Our approach defines the weight of each word through its frequency
in the text, so that if the word frequently appears in the substring, it has a higher weight
score. In the above example, the weight score of “make” and “of” is higher than “is”.
According to this rule, we can obtain a weight dictionary for words. Then, we can perform
weighting and normalizing for the original vector. Using the processed word vector of
each word in the substring, we sum them to construct the substring vectors. For instance,
v(substring1) = v(is) + v(made) + v(of), and v(substring1) are the corresponding substring
vectors for “chair” and “wood”. The substring vectors are a kind of feature for training
classifiers for relation classification.

In the following, we provide a detailed description of our approach.

3.4.1 Assumed Input Data

We denote S 1, · · · , S M be the sentences in the data and for each i, S i = wi1 · · ·wi|S i |, where
wik represents the k-th word of S i. We denote the set of all sentences D = (S 1, · · · , S M).
We assume that each sentence S i have at most one pair of indices ei1 and ei2, where wiei1

and wiei2 are the pair of words to be classified with respect to semantic relations. To escape
double subscripts, we let w(eik) denote wieik for k = 1, 2. If S i have no such pair of words, we
let ei1 = ei2 = 0 and w(0) = λ, where λ denotes the empty word. Input data is represented
by the sequence of triplets ⟨S 1, e11, e12⟩ , · · · , ⟨S M, eM1, eM2⟩. We allow ei1 and ei2 to be
chosen arbitrarily. For instance, every pair of locations of nominals except for stop words
appeared in a sentence can be regarded as ei1 and ei2. For another instance, if we use data
sets like SemEval-2010 Task 8, since each pair of nominals to be classified is marked as
indices from the beginning for each sentence S i, we can use them as ei1 and ei2. It is to be
noted that this assumption does not include any information about classification for those
pairs, since no label except for ei1 and ei2 is given to S i.

26



 S1 =S1 =                   w(e1 1)w(e1 1)                                      w(e1 2)w(e1 2)                        

 Si =Si =                    w(ei 1)w(ei 1)                                      w(ei 2)w(ei 2)                        

…

w1 1w1 1

wi 1wi 1 wi 3 wi 4 wi 5wi 3 wi 4 wi 5

w1 3 w1 4 w1 5w1 3 w1 4 w1 5

wi 7 wi 8 wi 9wi 7 wi 8 wi 9

w1 7 w1 8 w1 9w1 7 w1 8 w1 9

Substr1 1Substr1 1 Substr1 2Substr1 2 Substr1 3Substr1 3

Set1Set1 Set2Set2 Set3Set3

Figure 3.1: Sentence S 1 1 is divided into three parts, Substr1 1, Substr1 2, and Substr1 3.
Set1, Set2, and Set3 are multisets of substrings.

3.4.2 Learning Vector Representation of Words

Since we construct the substring vectors based on word vectors [30], the first step is to
obtain word vectors for all words in D. All sentences in D are used as a training data for
algorithms, such as the CBOW model with the negative sampling described in Section 3.3.
Word vectors are in N , where N is arbitrarily chosen but is usually around 10–100. Note
that, in this step, although, for each sentence, we have the sequence of word vectors which
we believe that have potentially enough information about semantic relations, it is still
required to introduce another distributed representation for the sentence itself as described
later. Simple concatenation of the word vectors in each sentence is too naive and has too
large dimension to be classified well.

3.4.3 Extraction of Substrings from Sentences

Each sentence S i is divided into three substrings by splitting S i at ei1 and ei2. We de-
note Substri1, Substri2 and Substri3 be those substrings in order. The substring that we
mainly map into the vector space is Substri2, since Substri2 is most informative about the
semantic relation between w(ei1) and w(ei2). For instance, we suppose that the data set D is
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consisted of only one sentence i.e., D = (S 1), where

S 1 = The1 eye2 works3 using4 the5 retina6 as7 a8 lens9 .,

e1 1 = 2 and e1 2 = 6, i.e., w(e1 1) = “eye” and w(e1 2) = “retina.” We denote wi be the i-th
word of S 1. S 1 can be thought as a sentence that describes the relations between e1 and e2.
Then, we have

Substr1 1 = (w1 1) = (“the”),

Substr1 2 = (w1 3, w1 4, w1 5) = (“works”, “using”, “the”),

Substr1 3 = (w1 7, w1 8, w1 9) = (“as”, “a”, “lens”),

and Substr1 2 looks to explain the relation between “eye” and “retina”, and are best among
the three. Figure 3.1 shows sentences divided by e1 and e2 in our approach. By putting the
substring in each sentence of text data together, we can get three multisets of substrings:
Set1, Set2 and Set3. e1 and e2 might appear continuously in one sentence, that means exist
sentence without Substr2. This sentence will be treated as invalid data, and not within the
scope of our approach. But Substr1 and Substr3 as the empty is allowed.

3.4.4 Constructing Distributed Representation of Substrings

After word vectors are leant and all sentences are divided into substrings, we make sub-
string vectors. The process of construction is shown in Figure 3.2. First, we create the
weight dictionary based on word frequencies. Then, we use this dictionary for weighting
and normalization of each words in substrings and obtain substring vectors by averaging
them.

3.4.4.1 Normalized Weight of Words in Substrings

To construct a reasonable representation for a substring from word vectors, we define
weights for each words which represent degrees of importance of relations between pairs
of nominals. For instance, suppose that a data set D includes only one sentence S 1, i.e.,
D = (S 1). Among “works”, “using” and “the”, which are elements of Substr1 2, “the” ap-
pears in both Substr1 1 and Substr1 2 while “works” and “using” appear only in Substr1 2.
Thus, we observe that, compared to “the”, “works” and “using” are more informative for the
semantic relation between “eye” and “retina.” In other words, if a word w appears mainly in
Set2, we believe that w often plays a role of representing some semantic relation.
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Figure 3.2: Construction process of substring vectors

For a word w and a substring s, we define Cnt(w, s) as the number of occurrences of
w in s. In addition, for a multiset of substrings S, we denote Cnt(w,S) =

∑
s∈S Cnt(w, s).

The weight for a word w is defined as follows:

a(w) =
Cnt(w, Set2)

Cnt(w, Set1) + Cnt(w, Set2) + Cnt(w, Set3)
. (3.1)

In order to prevent that the length of each substring vector is too large or too small, or to
have the center of gravity for weighted word vectors, we normalize the weights in Eq. 3.1
with respect to each substring Substri j:

ai j =
a(wi j)

∑ei2−1
k=ei1+1 a(wik)

. (3.2)

3.4.4.2 Vector Representation of Substring

Using the normalized weights and the word vectors, we define the substring vectors v(Substri2)
for each substring Substri2 as follows:

v(Substri2) =
ei2−1∑

k=ei1+1

ai jv(wi j). (3.3)

where v(w) is the word vector of w. shown in Figure 3.2,
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In many language models, word vectors of a given sentence or substring are simply con-
catenated and treated as an input vector in their lowest layer. However, since this approach
increases the dimension of input vectors, it courses high computational cost. Furthermore,
since the number of words in a sentence or substring can be changed, it is also difficult to
unify the number of dimensions. Based on the above two points, our approach proposes a
simple way to make the substring vectors.

In previous researches, it is known that making input vectors including external knowl-
edge such as WordNet increases the prediction accuracy. In this thesis, to verify effective-
ness of our approach, we use only substring vectors as input vectors for classifiers.

3.4.5 Multiclass Classifiers

In recent research, the dimension of feature vectors tends to be extremely large since includ-
ing much information as far as effective is believed to advocate high accuracy classification.
In those cases, leaning algorithms must have simple structures such as linear and at most
small-order polynomial models due to the problems of computational cost and overfitting.
On the other hand, in our approach, we focus on exploring a future space which is enough
low-dimensional and smart so that words are mapped keeping their semantic relations. In
stead, we use rather non-linear and flexible classifier such as SVM with gaussian kernels,
where it is hard to apply to extremely high-dimensional data sets.

3.5 Implementation

We implemented the proposed method in Java, and used two external open-source soft-
wares. In semantic relation classification, we choose the same text data as other similar
researches, which includes two parts, train and test datasets. We calculated their substring
vectors as feature vectors for each part, and applied classifiers to obtain classification re-
sults.

3.5.1 Dataset

To evaluate the performance of our proposed method, we used the SemEval-2010 Task
8 dataset [32]. The dataset is freely available and contains 10,717 annotated examples,
including 8,000 training instances and 2,717 test instances. It distinguishes nine seman-
tic directed relations, such as Entity–Origin, Component–Whole, and Cause–Effect,
shown in Table 3.2 [32]. In addition, it has another special undirected relation called Other.
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Table 3.2: The details of the relations in SemEval-2010 Task 8 dataset
Relation Definition Example
Cause-Effect (CE) An event or object leads to

an effect.
those cancers were caused
by radiation exposures

Instrument-Agency (IA) An agent uses an instru-
ment.

phone operator

Product-Producer (PP) A producer causes a prod-
uct to exist.

a factory manufactures
suits

Content-Container (CC) An object is physically
stored in a delineated area
of space.

a bottle full of honey was
weighed

Entity-Origin (EO) An entity is coming or
is derived from an origin
(e.g., position or material).

letters from foreign
countries

Entity-Destination (ED) An entity is moving to-
wards a destination.

the boy went to bed

Component-Whole (CW) An object is a component
of a larger whole.

my apartment has a large
kitchen

Member-Collection (MC) A member forms a non-
functional part of a collec-
tion.

there are many trees in the
forest

Message-Topic (MT) A message, written or spo-
ken, is about a topic.

the lecture was about
semantics

In this dataset, as shown in Figure 3.3, each training sentence has one pair of nomi-
nals tagged with <e1> and <e2> and specifies one semantic relation. Note that seman-
tic relations have a direction. For instance, although both (2) and (1) in Figure 3.3 have
the relationship called Member–Collection, these two instances cannot be classified into
the same category when we attempt to learn, because Member–Collection (e2,e1) and
Member–Collection (e1,e2) should be distinguished.

3.5.2 External Tools and Hyperparameters

We used two external software programs for the implementation. The first one is called
Word2vec1 and is for learning word vectors from sentences based on the CBOW model.
Before learning the word vector, we had to clean the data; for instance, we removed tags
in given sentences, unnecessary symbols, and substrings in parentheses. The parameters
for word2vec were set as follows. We set the embedding dimensionality to {20, 40, 60, 80,
100, 200, 300, 400, 500} , the window = 5, sample = 1e − 4, iter = 15, cbow = 1, and

1https://code.google.com/p/word2vec
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(1) “It describes a method for loading a hori-
zontal <e1>stack</e1> of containers into
a <e2>carton</e2>.”
: Entity–Destination (e1,e2)

(2) “There is a <e1>nest</e1> of
<e2>rabbits</e2> up in the loft.”
: Member–Collection (e2,e1)

(3) “This <e1>surgeon</e1> is part of the
study <e2>group</e2>.”
: Member–Collection (e1,e2)

Figure 3.3: Examples of sentences and their semantic relations labels.

the learning rate be the default value. We extracted a corpus from the SemEval-2010 Task
8 dataset. It includes 10,717 sentences and 184,877 words (1.1 MB.) Then the word2vec
was trained by this corpus.

The second software is called Weka2 and is for the classification. After the substring
vectors as feature vectors were constructed, we applied three multi-class classifiers for
them: random forest (RF) [43][44], SVM [7] with the Gaussian radial basis function kernel
(SVM-RBF), and the linear SVM (SVM-LN). We set almost all the hyperparameters as de-
fault, except for the number of trees for RF, and the penalty term for incorrect Classification
of SVM-RBF. Those two hyperparameters are searched by cross validation. As a result, for
the parameter settings of RF, we let the number of trees be 120. For those of SVMs, we
let the penalty term for incorrect Classification of SVM-RBF be 60. In Section 3.6.7, We
show the sensitivity of hyperparameters and how we determined them.

3.6 Experiments

In this section, we conducted five sets of experiments for evaluating our approach. The re-
sults of experiments demonstrated that our approach yielded better classification results(F-
score: 77.18% and 78.10%) than most of sophisticated features approaches, however there
was still a gap in the state-of-the-art methods which used NNLMs (almost all F-score above
80%.) Crucially, unlike other existing approaches, our method did not use any external re-
sources and the feature vectors had a sufficiently low-dimensional(40–60). In addition, we
verified the validity of the proposed weighting method and dimension reduction method
through experiments.

2http://www.cs.waikato.ac.nz/ml/weka
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3.6.1 Measure of Evaluation

We learned from the training data and obtained F-scores from the test data for 10 rela-
tions including Other. The average of the F-scores for nine relations excluding Other
is called the macro-averaged F-score. In addition, we removed the instances of Other
from the training and test data and obtained the average of the F-scores for nine relations,
which is called micro-averaged F-score. To compare results of our proposed method in
Section 3.6.2, we adopted the macro-averaged F-score as a measure of the prediction ac-
curacy that is same as previous studies. However, we adopted the micro-averaged F-score
in other experiments (Section 3.6.3–Section 3.6.6) because the classification results will be
more stable when excluding occurrences of Other.

3.6.2 Comparison of the Proposed Method with Existing Methods

To evaluate the performance of our proposed method, we compared six methods with our
method, as shown in Table 3.3. The first four were the best of the existing approaches that
are not NNLMs and the following two were proposed in current studies using NNLMs. The
Table 3.4 shows F-scores as prediction accuracies for training sets consisting of 1000, 2000,
4000, and 8000 sentences (TD1–TD4). Since the initial vectors of Word2vec are random,
the learnt vectors have also a certain range of changes. Thus, we took the average values of
10 executions to avoid instability in our experimental results. In addition, to compare our
results with those obtained in previous studies, we adopted the macro-averaged F-score as
a measure of prediction accuracy.

The F-scores of our proposed methods used the weighted method, and used CBOW
model for learning the word vector representations. At the beginning of experiments, we
used two models, the CBOW and the Skip-gram. However we found that the performance
of CBOW was better than Skip-gram in F-scores (0.9%–1.5%.) The number of dimensions
of RF is 60 and SVM-RBF is 40. The results were obtained without the using of PCA and
ICA [46][47].

As shown in Table 3.4, in spite of the very simple feature set, the results of the pro-
posed methods were comparable with other methods in terms of prediction accuracy. The
table shown that the existing approaches use various kind of features, including external
data sources, to produce comparable results. While NNLM methods (RMVM and CDNN)
deviated from this tendency of existing approaches, they still use external data sources,
such as WordNet. External data sources can provide abundant data that has been classified.
For example, there are two semantic relationships “has-part” and “part-of” in WordNet, as
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Table 3.3: Classifier, feature sets, and resources used for relation classification
System Classifier Feature sets Resource used
Baseline [32] Naive Bayes local context of 2

words only
-

ECNU-SR-7 [27] SVM stem, POS, syn-
tactic patterns,
hyponymy and
meronymy relations

Word Net and syn-
tax

ISI [45] Maximum Entropy a noun compound
relation system,
various feature
related to capital-
ization, affixes and
closed-class words

Word Net , Ro-
get’s Thesaurus and
Google n-grams

FBK IRST
12VBCA [28]

SVM 3-word window
context features
(word form, part
of speech, or
orthography) +

Cyc; parameter
estimation by
optimization on
training set and
verbs

Cyc

UTD [29] SVM and two-step
classification

context words,
hypernyms, POS,
dependencies, dis-
tance, semantic
roles, Levin classes,
para-phrases

WordNet, syn-
tax, Google
n-grams, Prop-
Bank/NomBank
and Levin classes

RMVM [33] MVRNN POS and NER WordNet
CDNN [8] softmax word pairs, words

around word pairs
WordNet

CR CDNN [35] softmax word embeddings,
word position em-
beddings

Wikipedia

RelEmbFULL [36] softmax embeddings, de-
pendency paths,
WordNet, NE

WordNet,Named
Entity
tags,Wikipedia

Proposed RF, SVM-RBF substring vectors -

shown in Table 1.1. The data contained in these two relationships can be used as a cor-
rect answer for “Member-Collection(MC)”. As we have mentioned earlier, this behavior
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Table 3.4: F-score of all systems for the test dataset as a function of training data:
TD1=1000, TD2=2000, TD3=4000, and TD4=8000 training examples.

System TD1 TD2 TD3 TD4 Best
Cat

Worst
Cat

Baseline 33.04 42.41 50.89 57.52 MC
(75.1)

IA
(28.0)

ECNU-SR-7 58.67 58.87 72.79 75.21 CE
(86.1)

IA
(61.8)

ISI 66.68 71.01 75.51 77.57 CE
(87.6)

IA
(61.5)

FBK IRST 12VBCA 63.61 70.20 73.40 77.62 ED
(86.5)

IA
(67.3)

UTD 73.08 77.02 79.93 82.19 CE
(89.6)

IA
(68.5)

RMVM - - - 82.4 - -
CDNN - - - 82.7 - -
CR CDNN - - - 84.1 - -
RelEmbFULL - - - 83.5 - -
Proposed (RF) 69.17 72.27 75.07 77.18 CE

(92.50)
CW
(67.00)

Proposed (SVM-RBF) 70.84 73.11 76.38 78.10 CE
(92.90)

CW
(65.70)

of using external data increases the complexity of the feature set which resulting in an in-
creased processing time. Thus, it is difficult to simplify the complexity of the features and
improve classification results simultaneously. The proposed method used only one kind of
feature without any external data source. As a result, the computational cost for learning
and classifying is also sufficiently small. The proposed method appeared to successfully
achieve relatively simple features, small computational cost, and high classification accu-
racy simultaneously.

3.6.3 Comparison of Scores and Computing Time in Different Dimen-
sions

Figure 3.4 and 3.5 shown the F-scores and computing time for the first set of experiments.
If the dimension of the substring vectors is less than approximately 400, the nonlinear
classifiers obtained better classification results than the linear one. However, when the
dimension is greater than approximately 400, the linear classifier had better performance
than the others. This phenomenon appears to be due to the overfitting caused by the high
degree of freedom that the SVM-RBF is as a classifier. This implied that a sufficiently
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Figure 3.4: F-scores for each classifier as a function of the dimension of the substring
vectors.

low-dimensional representation of the data is required in order to use nonlinear classifiers
efficiently. In the second experiment, we obtained the best classification results using non-
linear classifiers for approximately 50 dimensions of the substring vectors, and the RF
obtained better performance than the other classifiers with respect to the computing time.

3.6.4 Effect of the Proposed Weighting Method

In this set of experiment, as shown in Figure 3.6, after processing the weighting, the F-
scores of the classification results can be improved by 1%–3%. We ensured that our weight-
ing method is effective by comparing the weighted and non-weighted substring vectors as
feature vectors of RF. This is because words that appear frequently in substrings between
pairs of nominals to be classified (ei1 and ei2) are expected to carry much information about
semantic relations. Besides, we have tried three other kinds of weighting methods as shown
in Table 3.5. Our approach without weighting to be used as a baseline, and W4 represents
the weighting method we adopted in our approach as described in Section 3.4.4.

Here, we explain the details of weighting methods W1, W2 and W3. In all weighting
methods, we define a corpus C and a word w in a sentence S w ∈ C. The weight score
a1 of method W1 for the word w is defined as follows: a1(w) = log(|C|/Cnt(w,Cother)).
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Figure 3.5: Computing time for each classifier as a function of the dimension of the sub-
string vectors.

The intuitive meaning of W1 is that in corpus C, if the word w frequently appears in other
sentence Cother = C − {S w}, it has a lower weight score. The method W2 the same as W1
except counting extent for the word w. The weight score a2 of W2 is defined as follows:
a2(w) = log(|C|/Cnt(w,Mother)), where Mother is the same set as Set2 except for Substr2

of S w. The meaning of Cother and Mother as shown in Figure 3.7. In the method W3, the
weight of a word w depends on the target label of semantic relation. We divide C into
{Clabel1, ...,Clabel9} according to their target label of semantic relation. Let Cnt(w,Clabeli) be
the number of occurrences that w appears in Clabeli. The weight score a3 of method W3 for
a word w is defined as follows: a3(w) = |C|/Cnt(w,Clabeli).

Through the experimental results, we can see that the method W1, W2 and W3 shows
the worst performance. We considered the case where there are not enough training data
to obtain the weights. Therefore, the weighting method W4 is most effective from a small
amount of learning data.

3.6.5 Number of Dimensions and Degree of Freedom for Classifiers

The results of the fourth set of experiments are shown in Figure 3.8. We ensured that
overfitting occurs more easily for a higher degree of freedom for the classifiers, which is a
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Figure 3.6: Comparison of the effect of substring vectors (weighted average) with the
simple average of word vectors as feature vectors. In this experiment, we measure scores
using 10-fold cross-validation (CV) in the training data for stability.

Table 3.5: F-score of weighting methods (d = 40).

Weighting Method F
NonW(baseline) 79.73
W1 51.4
W2 50.9
W3 52.1
W4 81.28

similar result obtained in the first set of experiments. We had the best combination when
the degree of the kernel function is not one and the number of dimensions is approximately
40–60.

3.6.6 Effect of Dimension Reduction using PCA and ICA

The purpose of the last two sets of experiments is to examine whether the decrease of
the accuracy is caused by the classifiers or the word embedding methods. After we con-
structed word vectors in 500 dimensions, we reduced the dimensions of the word vectors
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Figure 3.7: In corpus C, Cother is a set of sentences and Mother is a set of Substr2.

by Principal Component Analysis (PCA) and Independent Component Analysis (ICA). The
eigenvalues for PCA are shown in Figure 3.9. The figure shown that almost all the word
vectors are scattered approximately in a 100 dimensional subspace. We extracted several
groups of reconstructed vectors in different dimensions. The classification results of each
group are shown in Figure 3.10. The F-score of our method used word vectors in 50 di-
mensions with PCA is almost same or a little lower than that in 50 dimensions without
PCA. The F-score of the original 500 dimensions is 0.811 as a baseline for comparison. If
the dimension of reconstructed vectors is less than 300, the processed data obtained better
classification results than the original 500 dimensions. When the dimension is greater than
300, the F-score decrease. We observed that even if PCA does not reduce the number of
dimensions, that is, when the dimension after PCA is still 500, the score get worse than
the original one. This is because PCA transforms the coordinate and changes the distances
among embedded words. We also observed that whichever PCA or the word-embedding
method we use for reducing the number of dimensions, the score is maximized at 40–50.
That fact indicated that the decrease of the accuracy is mainly caused by classifiers or the
curse of dimensions.
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Figure 3.8: F-scores for each degree of the polynomial function kernel SVM as a function
of the dimension of the substring vectors.

3.6.7 Determination of Hyperparameters

We show the adjustment of the random forest classifier parameters has a strong influence on
the classification results in Figure 3.11. Since we do not optimize parameters other than the
number of trees in the case of RF, if the parameters of the classifiers are fully optimized, we
may achieve results that are a little better than those presented in this thesis. We observed
that a similar phenomenon occurs on RBF classifier when adjusting the penalty parameter.

3.7 Conclusion

In this chapter, we proposed a new distributed representations–substring vector, and used
it as a feature set for relation classification. Through this simple vector representation,
we successfully extracted information about semantic relations between pairs of nominals.
With almost no optimizing the parameters of the classifier and without using any external
resources, our approach yielded comparable classification results with most of sophisti-
cated features approaches. We also shown that the proposed weighting method of sub-
string vectors can improve the the results of relation classification by 1%–3% compared
to the non-weighting method. Although we used nonlinear classifiers such as an RF and
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Figure 3.9: Eigenvalues as a function of the number of dimensions for the PCA of the
original word vectors.

SVM-RBF, we hope that it may be improved by using other recent learning algorithms
used in NNLMs. In addition, the length of the input feature vectors is significantly small
compared to that of other existing methods. For instance, when we extract semantic rela-
tions from massive amount of unlabeled text data, it is preferable that the size of the set of
features is sufficiently small so that data is processed in low-computational cost. The sub-
string vector is applicable as an effective feature and is able to be combined with existing
features.
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Figure 3.10: F-scores for each dimension of the transformation word vectors. The classifier
is the RF, and the baseline is F-scores of the original 500 dimensions.
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Figure 3.11: F-score and learning time of RF as a function of a parameter of RF (the number
of learnt trees). In this experiment, we measure scores using 10-fold cross-validation (CV)
in the training data for stability.
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Chapter 4

Label Classification of Educational Data
through Distributed Representations of
Sentences

4.1 Introduction

4.1.1 Analysis on collaborative process

The largest problem in Computer Supported Collaborative Learning (CSCL) study as of
now is to analyze its social and cognitive processes in detail in order to clarify what kinds of
knowledge and meanings were shared within a group as well as how and by what arguments
knowledge construct was achieved. In addition, it is also required to develop CSCL system
and tools with scaffolding function which may activate collaborative process by utilizing
such knowledge.

A quantitative analysis alone is not sufficient at all to analyze the collaborative process,
however, it is associated with a shift to qualitative analysis. Because main data for analysis
include contributions over chatting, images and voices on tools such as Skype, and various
outputs prepared in the course of collaborative learning, it is totally inadequate to perform
just quantitative analysis in order to analyze such data [48][49][50][51].

As these studies often result in in-depth case study, however, they have a downside that
it is not easy at all to derive guidelines with generality which are applicable also to other
contexts. Therefore, studies have been conducted in recent years based on an approach
of verbal analysis in which labeling for appropriately representing properties (hereinafter
referred to as coding) is performed to each contribution in linguistic data of certain volume
generated over the collaborative learning from perspectives of linguistics and collaborative
learning activities [52]. On the other hand, an advantage of the approach is its capability of
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quantitative processing for significantly large scale data while keeping qualitative perspec-
tive. However, it is a task requiring significant time and labor to perform coding manually
and it is expected to become impossible to perform coding manually in a case that data
becomes further bigger in size.

In our research project, we have achieved certain results in a series of previous studies
reported in eLmL 2017 and the like using deep learning technique for automatic coding of
vast amount of collaborative learning data [53][54][55]. In this chapter, while verification
is performed for accuracy of the automatic coding based on deep learning technique simi-
larly to eLmL 2017, supervised data has been constructed by conducting coding manually
depending on adopted multi-dimensional coding scheme in order to newly recognize col-
laborative learning process in a more multilateral and comprehensive manner. Based on
deep learning by using the data, its accuracy is inspected. In the Chapter 2 and Chapter
3, we proposed two methods for relation classification through distributed representation,
but in this chapter, our work was to apply the proposed method to authentic educational
settings.

4.1.2 Objective of study

The final goal of our research project is to implement support at actual learning and edu-
cational settings such as real time monitoring of collaborative process and scaffolding for
inactive groups based on analyses of large scale collaborative learning data as mentioned
above. As further development of our previous study, a technique for automatizing coding
of chat data is developed based on a multi-dimensional coding scheme capable of express-
ing collaborative learning process more comprehensively and its accuracy is verified in this
chapter.

Specifically, after newly performing coding manually for substantial amount of chat
data which was used in the previous studies, a part of it is learned as training data by deep
learning methods and then automatic coding is conducted for the test data, And evalu-
ated its accuracy We investigated what kinds of knowledge can be obtained by performing
automatic coding on chat data at new cooperative learning which is different from these
experimental data.

4.2 Previous Studies

In the previous study, Shibata et al. [53] proposed a coding label consisting of 16 labels
(Table 4.1 ) as a scheme for cooperative learning analysis. Learning was conducted using
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depth learning for previous research. The prediction accuracy is achieved with relatively
high accuracy. The outline is as follows.

Table 4.1: List of labels

Label Meaning of label Contribution example
Agreement Affirmative reply I think that’s good
Proposal Conveying opinion, or yes / no

question
How about five of us here make
the submission?

Question Other than yes / no question What shall we do with the title?
Report Reporting own status I corrected the complicated one
Greeting Greeting to other members I’m looking forward to working

with you
Reply Other replies It looks that way!
Outside Comments Contribution on matters other

than assignment contents /

Opinions on systems and such

My contribution is disappearing
already; so fast! / A bug

Confirmation Confirm the assignment and
how to proceed

Would you like to submit it
now?

Gratitude Gratitude to other members Thanks!
Complaint Dissatisfactions towards as-

signments or systems
I must say the theme isnʟt great

Noise Contribution that does not make
sense

?meet? day???

Request Requesting somebody to do
some task

Can either of you reply?

Correction Correcting past contribution Sorry , I meant children
Disagreement Negative reply I think 30 minute is too long
Switchover A contribution to change event

being handled, such as moving
on to the next assignment

Shall we give it a try?

Joke Joke to other members You should, like, learn it physi-
cally? : )

4.2.1 Conversation Dataset

Conversation dataset for the study conducted is based on conversations among students
obtained from chat function within the system performing online collaborative learning by
using CSCL originally developed by the authors for lectures in the university [56]. By the
way, we will add that this data is also used in the research of this study. Usage situation
of CSCL as the source of the dataset is shown in Table 4.2. Since students participated
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in multiple classes, number of participant students is less than the number obtained by
multiplying number of groups and that of group members.

Table 4.2: Contributions data used in this study

Number of Lectures 7 Lectures
Member of Groups 3-4 people

Learning Time 45-90 mintutes
Number of Groups 202 groups

Number of Students 426 students
Dataset 11504 contributions

4.2.2 Coding Scheme

According to a manual for coding prepared by the authors, a label was assigned to each
contribution of chat. Two coders each coded about all chats and one label was given for
one speech of chat. We examined the result of coincidence or mismatch of these codes with
the authors and found that there was a blurred code by the coder, so we recoded a part of
the code. Any of the 16 types of labels as shown in Table 4.1 was assigned. The ratio of
each label is shown in Figure 4.1.

4.2.3 Automatic Coding Approach Based on Deep Learning

In the previous study, we adopted three types of Deep Neural Network (DNN) structures:
1) Convolutional Neural Networks (CNN), 2) Long-Short Term Memory (LSTM) and 3)
Sequence to Sequence (Seq2Seq). Of the three models, Seq2Seq model is a deep neural
network consisting of two LSTM units called encoder and decoder, and learning of classi-
fication problem and sentence generation is performed by entering pairs of strings of words
to each part [57][58]. For example, the pair corresponds to a sentence in certain language
and its translated sentence in case of translation system as well as to question sentence and
response sentence in case of question and answer system, respectively.

In addition, a model based on Support Vector Machine (SVM), which is a traditional
machine learning approach is used as a baseline. Accuracy of each model is verified by
comparing automatic coding concordance rate and Kappa coefficient. About technology
and experiment results in detail for each classification model in existing literatures of the
authors [53][54][55].
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Figure 4.1: Ratio of each conversational coding labels

4.2.4 Experiment and Assessment
4.2.4.1 Outline of experiment

For the data set with manually prepared coding labels as described above, we compared the
prediction accuracy of automatic coding for each model. With separation of sentences into
morpheme using MeCab conducted at first as a preprocessing of data, words with low use
frequency were substituted by “unknown”. Subsequently, just 8,015 contributions were
extracted and 90% and 10% of them were sorted into data for training and test, respec-
tively. Naive Bayes, Linear SVM, and SVM based on RBF Kernel were applied as baseline
approaches.

4.2.4.2 Experiment Results

Table 4.3 shows prediction accuracy (concordance rate) of models proposed in the previous
study and those adopted as baseline for test data. The concordance rate here refers to a
proportion that manually assigned label conforms with predicted label output by a model.
It is proved, as Table 4.3 shows, that accuracy of the proposed modelʟs result is higher than
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that of baseline model. Among the three models as described above, it is found that there
is almost no difference in concordance rate between the approaches based on CNN and
LSTM (0.67-0.68). These approaches show concordance rates a little bit higher (around 2
to 3%) compared with SMV as a baseline approach (0.64-0.66).

Table 4.3: Predictive accuracies for baselines and deep neural network models

Naive Bayes SVM(Linear) SVM(RBF
Kernel)

CNN LSTM Seq2Seq

0.598 0.659 0.664 0.686 0.678 0.718

On the other hand, a model based on Seq2Seq showed the highest concordance rate
among all of the models (0.718), higher by 5 to 7% and 3 to 4% compared with SVM and
other models, respectively.

Then, results as described above are discussed using Kappa coefficient, which means
concordance rate excluding accidental ones. At first, it may be said that LSTM model
has achieved sufficiently higher result as the Kappa coefficient for the model shows 0.63.
In general, Kappa coefficient of 0.8 or higher is believed to be preferable for utilizing
automatic coding discrimination result by a machine in a reliable manner, however, further
higher concordance rate is required. In case of Seq2Seq model, on the other hand, Kappa
coefficient is 0.723 with great improvement, if not reaching 0.8.

The experiment results above have suggested that Seq2Seq model is superior to other
approaches due to consideration for context information. Since Seq2Seq is a model with
reply sources entered, it is believed that the improvement in the accuracy has been partly
caused by not separate capturing of each contribution but consideration of the context in-
formation.

Finally, we analyze for each coding label which misclassification will occur in what
case. Table 4.4 shows the precision and recall and F-score of each label for the model
using LSTM. “Greeting”, “Agreement” and “Question” can be seen that the F-score is the
highest (respectively 0.94, 0.83 and 0.77). These results, since cases can outline deeper
easily determined without capturing the meaning of a sentence from the speech is large, it
can be considered that also match the human sense. In contrast, “Outside Comments” has
the lowest F-score (0.25). This is because statements intended for joke, etc., which have
nothing to do with the content to be exchanged correspond to, but in order to judge it, it
is thought that it is necessary to deeply grasp the sentence. In addition, “Reply” has lower
F-score (0.53). Even using Seq2Seq model, although the F-score of “Reply” is somewhat
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improved, it is still found to be low, and by the confusion matrix (Figure 4.2), and it is
misclassified into “Agreement” , “Proposal” and “Report” etc. Since “Answer” mostly
corresponds to “Question” and F-score of “Question” is high, In the method used this time,
we can conclude that extraction of “Reply” is insufficient.

Table 4.4: Precision and recall of each label (LSTM)

Precision Recall F-score
Agreement 0.85 0.81 0.83
Proposal 0.73 0.74 0.73
Question 0.75 0.80 0.77
Report 0.64 0.62 0.63
Greeting 0.94 0.94 0.94
Reply 0.62 0.46 0.53
Outside Comments 0.17 0.47 0.25
Confirmation 0.58 0.74 0.65
Gratitude 0.67 0.67 0.67

4.3 New Coding Scheme

Codes based on speech act which was used in the previous research are factors with diffi-
culty in judgment not only by artificial intelligence but also by manual coding because one
code may include another code just like a case that Reply includes a meaning of Agree.

More importantly, in addition to these technical problems, the scheme focuses only
on linguistic features that rely on speech act is inadequacies to generically represent a
process collaborative learning. In this one-dimensional scheme, it is extremely difficult to
answer questions related to the nature of the cooperative process, such as how much each
member of the group is involved in problem solving, what kind of division of labor and time
management was done, what kind of discussion was being developed, what exchanges of
opinions and opinions were shared among members.

From those described above, we propose a new coding scheme so that the automated
coding accuracy will improve and that we may understand more accurately and globally
collaborative process.

New codes to be proposed are adapted to the current system in reference to a framework
in which multi-dimensional codes suggested by Weinberger et al. are used [59]. As shown
in Table 4.5, the new coding is composed of 5 dimensions and codes are basically granted
by a contribution in chat like the current study. While numerical values including number
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Figure 4.2: Confusion matrix for the Seq2Seq model

of contributions are granted as codes to Participation dimension, one label selected from
multiple labels is granted as a code to other four dimensions. Each dimension is described
in detail in the following.

Table 4.5: New Coding Scheme

Dimension Description
Participation Frequency of participation in argumentation
Epistemic How to be directly involved in problem solving
Argumentation Ideal assertion in argumentation
Social How to cope with others ʟstatements
Coordination How to coordinate to advance discussion smoothly
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4.3.1 Participation Dimension

Participation dimension is for measuring degree of participation in arguments. As this di-
mension is defined as quantitative data including mainly number of contributions and its
letters, time of contributions, and interval of contributions, coding is performed by sta-
tistical processing on the database while requiring neither manual nor artificial intelligent
coding. The list is shown in Table 4.6.

Since Participation dimension labels handle number of specific contributions, it is pos-
sible to analyze quantitatively different aspects of participation in conversations but im-
possible to perform qualitative analysis such as whether the conversation contributed to
problem solving.

Table 4.6: Participation Dimension

Category Description Example
Number of contributions Number of contribu-

tions of each member
during sessions

59 times

Number of letters of a contribution Number of letters dur-
ing a single speech

15 letters

Time for contribution Time used for a contri-
bution

2017/8/21 15:15:01

Interval of contributions Time elapsed since last
contribution

3:01.05

4.3.2 Epistemic Dimension

Representing whether each contribution is directly associated with resolution of problems
as a task, it is classified depending on contents of the contributions as shown in Table 4.7.
This dimension ʟs codes are granted to all contributions.

Weinberger and Fischerʟs scheme has 6 categories to code epistemic activities, which
consist in applying the theoretical concepts to case information. But, as shown in Table 4.7,
we set only two categories here, because we want to give generality by which we can handle
as many problem solving types as possible. “On Taskʡhere refers to contributions directly
related to resolution of assigned tasks and such contributions with contents as shown below
belong to “Off Taskʡ.

• Contributions to ask meaning of problems and how to proceed with them
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• Contributions to allocate different tasks to members

• Contributions regarding the system

Since Epistemic dimension represents whether directly related to problem solving, it
works as the most basic code for qualitative analysis. In case of less “On Taskʡlabels, for
example, it is believed that almost no effort has been made for the task.

Besides, labels of Argument and Social dimensions are assigned when Epistemic di-
mension is “On Taskʡ, whereas those of Coordination dimension are assigned only when
it is “Off Taskʡ.

Table 4.7: Labels in Epistemic Dimension

Label Description
On Task Contributions directly related to problem solving
Off Task Contributions without any relationship with problem solving
No Sense Contributions with nonsensical contents

4.3.3 Coordination Dimension

Coordination dimension code is assigned only when Epistemic code is “Off Taskʡand it is
also assigned to such contributions that relate to problem solving not directly but indirectly.
A list of Coordination dimension labels is shown in Table 4.8 but the labels are assigned not
to all contributions of “Off Taskʡbut just one label is assigned to such contributions that
correspond to these labels. In addition, in case of replies to contributions with Coordination
dimension labels assigned, labels of the same Coordination dimension are assigned.

Here, “Task Division” refers to a contribution to decide who to work on which task
requiring division of tasks for advancing problem solving. “Time Management” is a con-
tribution to coordinate degree of progress in problem solving, and for example, such contri-
butions fall under the definition that “let’s check it until 13 o’clock,” and “how has it been
in progress?” “Meta contribution” refers to a contribution for clarifying what the problem
is when intention and meaning of the problem is not understood. “Technical Coordination”
refers to questions and opinions about how to use the CSCL System. “Proceedingsʡrefer
to contributions for coordinating the progress of the discussion.

Since Coordination dimension code is granted to such contributions that intend to re-
solve problems smoothly, it is believed to be possible to predict progress in arguments by
analyzing timing when the code was granted. Further, in case of less codes of Coordination

53



dimension, it may be predicted that smooth relationship has not been created within the
group.

On the other hand, if a large number of these codes were granted in many groups, it
may be understood that there exists any defect in contents of the task or system.

Table 4.8: Labels of Coordination Dimension

Label Description
Task Division Splitting work among members
Time Management Check of temporal and degree of progress
Technical Coordination How to use the system, etc.
Proceedings Coordinating the progress of the discussion.

4.3.4 Labels of Argument Dimension

Labels of Argument dimension are provided to all contributions, indicating attributes such
as whether each contribution includes the speaker ʟs opinion and whether the opinion is
based on any ground. Labels of this dimension are provided to just one contribution content
without considering whether any ground was described in other contribution.

Table 4.9 shows a list of Argumentation dimension codes. Presence/absence of ground
mentioned here depends on whether any ground to support an opinion is presented requiring
any credibility of the ground presented. In addition, limiting condition represents whether
a suggested opinion is asserted to be applicable to all of situations handled as a task or
just part of them. For example, it is applicable to such cases in which any paragraph such
as “in case of” or “compared with” is included. “Non-Argumentative Moves” refers to
contributions without any opinion and therefore, simple questions are included in this tag.
Also, as a logical consequence, this label is assigned to all off-task contribution in the
Epistemic dimension.

Argumentation dimension code is capable of analyzing significance of contribution
contents. Therefore, an argument with just “Simple Claims” may be understood as a super-
ficial one. In comparison with Weinberger and Fischer ʟs scheme, we do not set for now
the categories of macro-level dimension in which single arguments are arranged in a line of
argumentation such as arguments, counterarguments, reply, for the reason that it seems dif-
ficult that the automatic coding by deep learning methods for this macro dimension works
correctly.
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Table 4.9: Labels of Argument Dimension

Label Description
Simple Claim Simple opinion without any ground
Qualified Claim Opinion based on a limiting condition without any

ground
Grounded Claim Opinion based on grounds
Grounded and Qualified claim Opinion with limitation based on grounds
Non-Argumentative Moves Contribution without containing opinion (including

questions)

4.3.5 Labels of Social Dimension

Labels in Social dimension are provided when Epistemic code is “On Task” but they are
provided not to all contributions “On Task” but to a contribution which conforms to Epis-
temic code. This dimension represents how each contribution is related to those of other
members within the group. Therefore, it is required to understand not only a contribution
but also the previous context. Table 4.10 shows a list of labels of the dimension.

In this case, “Externalization” refers to contributions without reference to otherʟs con-
tributions and it is granted to contributions to be an origin of arguments mainly at the start
of argument on a topic. “Elicitation” is granted to such contributions that request others for
extracting information including question. “Consensus Building” refers to contributions
that express certain opinion in response to otherʟs contribution and they are classified into
the three codes below. “Quick Consensus Building” is granted to such contributions that
aim to form prompt consensus with other ʟs opinion. It is granted to a case to give con-
sent without any specific opinion. “Integration-Oriented Consensus Building” is granted to
such contributions that intend to form consensus with otherʟs opinion while adding oneʟs
own opinion. “Conflict-Oriented Consensus Building” is granted to such contributions that
confront with other ʟs opinion or request revision of the opinion.

Social dimension contains a sub-dimension called “Refer” to represent which contribu-
tion is referenced and number of referenced contribution is usually granted as a code. Codes
of “Refer” dimension is granted only if Social dimension code is “Consensus Building”.
Since Social dimension code represents involvement with others, it may be understood how
actively the argument was developed or whose opinion within the group was respected by
analyzing Social dimension codes. For example, it may be assumed that arguments with
frequent “Quick Consensus Building” result in accepting all opinions provided with almost
no deep discussion.
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Table 4.10: Labels of Social Dimension

Label Description
Externalization No reference to other ʟs opinion
Elicitation Questioning the learning partner or provok-

ing a reaction from the learning partner
Quick Consensus Building Prompt consensus formation
Integration-Oriented Consensus Building Consensus formation in an integrated man-

ner
Conflict-Oriented Consensus Building Consensus forming based on a confronta-

tional stance
Summary Statement listing or quoting contributions

4.3.6 Relationships among the Dimensions

While Participation dimension code is automatically generated by a system based on logs
of contributions in the new coding scheme, manual granting by a coder is required for other
codes. In addition, which of codes of Argumentation, Social or Coordination dimension to
be granted is determined according to a result of Epistemic dimension codes.

Therefore, the coder grants Epistemic dimension code by analyzing contribution con-
tents and Participation dimension codes. Subsequently, in a case that Epistemic dimension
code is “On Task”, Argumentation and Social dimension codes are granted. In addition,
in a case that Social dimension code is “Consensus Building”, a contribution number is
granted as “Refer” since it is based on a reference source contribution without exception.
In a case that Epistemic dimension code is “Off Task”, Coordination dimension code is
granted. The relationships among the dimensions is shown in Table 4.3

4.4 Experiments and Results

We trained a new dimension using the Seq2Seq-based architecture, which is the most accu-
rate among the methods described in Section 4.2. Separate data was prepared for each di-
mension, independent learning was performed four times in total, and four separate learned
models were created. The sizes of the data are 8,460 for the Epistemic dimension, 7,795
for the Augment dimension, 3,510 for the Coordination dimension, 2,619 for the Social
dimension. These data was used for learning the model.
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Figure 4.3: Relationships among the Dimensions

4.4.1 Manual Coding Results

First of all, as described above, coding is performed manually for each contribution in order
to to make models using deep learning. For all contributions, two coders assigned labels to
each, and data in which two labels coincided were used as correct true labels. The ratios
of each label in each dimension among all contributions are shown in the following. From
the viewpoint of machine learning, it can be said that these graphs show the ratios of labels
that occupy in all true labels.

The ratios of “On Task” and “Off Task” in the Epistemic dimension are shown in Fig-
ure 4.4. In our dataset, the “On Task” contributions were a bit fewer than the “Off Task”.
Generally, it is a typical task of binary classification and is thought to be relatively easy to
predict using machine learning. This implies that, at least from the view point of the con-
versation log, the cost of the communication was more than the cost of discussion in group
work. Although this result is just an instance obtained by applying our CLCS system to the
actual group works for limited lectures, we can at least conclude that the communication
cost is not small in a group work.

The labels in the Argument dimension are assigned independently of other dimensions.
Thus, its domain spans both the “On Task” and the “Off Task” contributions. As shown
in Figure 4.5, the label ”Non-Argumentative Moves” occupied more than 60% of all. The
label “Simple Claim” occupied the second percentage. “Non-Argumentative Moves” and
“Simple Claim” account for more than 95% in total Therefore, from the viewpoint of ma-
chine learning, generally, it is considered relatively easy to classify for the above two, but
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Figure 4.4: Ratio in the Epistemic dimension

for the remaining “Claim”, it can be considered that learning can not be sufficiently done
due to the data number problem. To assess the discussion of the group work, at least it
is necessary to remove the “Non- Argumentative Moves” contributions and pay attention
to which kind of claim is presented, even if almost every claim can be classified into the
“Simple Claim”. Therefore, the automatic coding for this dimension is as valuable as for
the other three dimensions.

With respect to the Coordination dimension, the domain of which is the “Off-Task”
contributions, the most of them are assigned to “Other” as Figure 4.6 shows. The con-
tributions labeled “Other” consist of short sentences that are not significant for neither
discussion nor coordination of the group work. The representative examples are greetings
and kidding. Meanwhile, the statistics show that the contributions except for “Other” also
occupies more than a quarter. Since these kinds of contributions are related to coordinating
tasks in the group work, they can be thought as important contributions for the assessment.

Figure 4.7 shows the ratios of the labels in the Social dimension. The label “External-
ization” accounted half of the “On Task” contributions. The “Quick Consensus Building”
followed it. Meanwhile, the ratios of the “Summary” and theʠ Consensus Buildings” ex-
cept for the “Quick” one were small. These statistics show that the actual discussion mainly
consisted of expressions of their opinions. Although we found that the contributions build-
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Figure 4.5: Ratio in the Argument dimension

Figure 4.6: Ratio in the Coodination dimension

ing consensus rarely come up in a real group work, we believe that they are the important
keys for the discussion. Thus, we may can weight them when we assess the contribution to
the discussion by students.
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Figure 4.7: Ratio in the Social dimension

4.4.2 Results for each dimensions

We applied the learned DNN model to the test data and let us predict the label of each
dimension.

Table 4.11: Precision and Recall for the Epistemic dimension

Precision Recall F-score Support
On Task 0.90 0.91 0.90 390
Off Task 0.92 0.91 0.91 456
Average(Micro) / Total 0.91 0.91 0.91 846

The results of the experiments show that the “On Task” and “Off Task” can be classified
correctly with sufficiently high accuracy (Figure 4.8). The Seq2Seq based model achieves
more than 90% in both precision and recall (Table 4.11). Since the coincidence ratio by
two human coders is 91%, we can say that the accuracy of automatic coding, which is
comparable to human beings was obtained for the “Epistemic” dimension.

The classification accuracy is also high for the Argument dimension. The micro-
averaged F-score is 87% (Table 4.12). Especially, the F-score for the label “Non-Argumentative
Moves” is high sufficiently (92%), which means that our model can surely recognize
whether the contribution has any substantial meaning as a claim or not. On the other
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Figure 4.8: Confusion matrix for the Epistemic dimension

Table 4.12: Precision and Recall for the Argumentation dimension

Precision Recall F-score Support
Non-Argumentative 0.87 0.97 0.92 491
Simple Claim 0.89 0.72 0.80 264
Grounded Claim 0.58 0.52 0.55 21
Qualified Claim 0.00 0.00 0.00 1
Average(Micro) / Total 0.87 0.87 0.87 777

hand, while the precision for the “Simple Claim” is high (89%), the recall for it is low
(72%). According to the confusion matrix shown in Figure 4.9, a quarter of the “Simple
Claim” is misclassified into the “Non-Argumentative Moves”. This is because it is difficult
to distinguish contributions that have a very small opinion from that have no opinions.

Regarding the Coordination dimension, our model also achieved high classification ac-
curacy. Seeing that the number of supports varies greatly among the labels, we should
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Figure 4.9: Confusion matrix for the Argumentation dimension

Table 4.13: Precision and Recall for the Coordination dimension

Precision Recall F-score Support
Others 0.91 0.91 0.91 242
Technical Coordination 0.81 0.80 0.81 82
Proceedings 0.58 0.70 0.64 20
Time Management 0.33 0.25 0.29 4
Quote 0.00 0.00 0.00 1
Task Division 0.00 0.00 0.00 2
Average(Micro) / Total 0.85 0.86 0.85 351

evaluate the classification ability of the model by the micro-averaged accuracies over all
coding labels. As Table 4.13 shows, the micro-averaged F-score was 85%. According to
the results for each label (Figure 4.10), the following is observed. The major labels such as
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Figure 4.10: Confusion matrix for the Coordination dimension

“Other” and “Technical Coordination” are classified correctly with high precisions, while
the minor labels such as “Time Management”, “Quote” and “Task Division” are not. Be-
cause the data for those miner labels are very limited, which have less than 50 contributions,
it is quite difficult to learn them accurately. One of our future issues is to find some way to
deal with those sparse labels.

Comparing to the other dimensions, the accuracy was relatively low for the Social di-
mension. The F-score was 70% (Table 4.14). Since labeling the Social dimension some-
times needs understanding the deep meaning of the contribution and the background story
of the discussion, it seems to be difficult for machines to learn them correctly with limited
data. According to Figure 4.11, the recall of the label “Externalizationʡis especially low
(61%), while those of “Quick Consensusʡand “Elicitation” are high sufficiently (93%
and 97%, respectively). According to the confusion matrix in Figure 4.11, there is a major
reason that worsen the accuracy; the “Externalization” labels are easily misclassified to the
“Quick Consensus” and to the “Elicitation”, but not vice versa. This fact also explains the
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Table 4.14: Precision and Recall for the Social dimension

Precision Recall F-score Support
Externalization 0.86 0.61 0.72 127
Quick 0.71 0.93 0.81 88
Elicitation 0.56 0.97 0.71 29
Interg. Consensus 0.17 0.14 0.15 7
Conflict Consensus 0.00 0.00 0.00 6
Summary 0.00 0.00 0.00 3
Others 0.00 0.00 0.00 2
Average(Micro) / Total 0.75 0.72 0.70 262

Figure 4.11: Confusion matrix for the Social dimension

reason why the precisions for the “Quick Consensus” and the “Elicitation” are low though
the recalls for them are high. To improve the result, it is necessary to pursue the causes of
these two types.
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4.5 Verification of the proposed method

For the proposed new coding scheme, we will automatically code the actual chat data and
consider what kind of analysis is possible.

4.5.1 Conversation Dataset

Table 4.15, shows the details of chat data to be automatically coded in this verification.
The final theme of the lecture is to submit for each group, and it is called “propose a new
educational TV program”, but it includes “Title”, “Learning Task”, “Subject”, “Program
Contents”, “Ingenuity Points” and “Features”.

In addition, each group’s submissions are evaluated by each faculty in three levels (Ex-
cellent, Average and Poor) with “Concreteness”, “Ingenious” and “Appropriateness”, and
the total is evaluated as “Overall”. “Concreteness” means whether the program contents
can be imagined with feasibility from the proposal content, “Ingenious” is whether unique
in approach and concept, “Appropriateness” was evaluated to what extent the relevancy be-
tween the program content and the program object was compatible. Table 4.16 shows the
number of groups with each evaluation.

Table 4.15: Contributions data used in this study

Date and Time July 17 and 24, 2017
Lecture Name Educational Media Theory
Task Contents Proposal of educational TV program
Learning Time Total 2 hours
Number of Students 138 students
Member of Groups 3 students
Number of Groups 46 groups
Number of Contributions 2743 contributions

Table 4.16: Number of Evaluation of each groups

Excellent Average Poor
Overall 7 20 19
Concreteness 10 18 18
Ingenious 13 19 14
Appropriateness 12 25 9
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4.5.2 Automatic coding result

Using the four learned models obtained in this experiment, automatic coding processing
was performed for all 2743 contributions. Tables 4.17 to 4.20 show the number of contri-
butions of each label of four dimensions.

Table 4.17: Automatic coding results of Epistemic dimension

Label Number of Contributions
On Task 1633
Off Task 1110

Table 4.18: Automatic coding results of Argumentation dimension

Label Number of Contributions
Simple Claim 1082
Non-argumentative moves 1638
Grounded Claim 23
Grounded and Qualified claim 0
Qualified Claim 0

Table 4.19: Automatic coding results of Coordination dimension

Label Number of Contributions
Others 2368
Technical coordination 360
Proceedings 15
Time management 0
Task division 0

4.5.3 Evaluation of Submission and Contributions

Tables 4.21 to 4.24 show the average number of labels given for each dimension evalua-
tion. Also, Table 4.25 shows correlation coefficients with the number of contributions of
each label, with each evaluation of “Overall”, “Concreteness”, “Ingenious” and “Appro-
priateness” being Excellent = 3, Average = 2 and Poor = 1. Bold items are items that
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Table 4.20: Automatic coding results of Social dimension

Label Number of Contributions
Externalization 2170
Elicitation 152
Quick consensus building 421
Integration-oriented consensus building 0
Conflict-oriented consensus building 0
Summary 0
Others 0

Table 4.21: Evaluation of Submission and Average number of Contributions (Epistemic)

(a) Overall
Evaluation On Task Off Task Total
Excellent 38.7 22.7 61.4
Average 35.4 23.2 58.6
Poor 33.7 24.7 58.4

(b) Concreteness
Evaluation On Task Off Task Total
Excellent 40.6 22.6 63.2
Average 33.5 23.7 57.2
Poor 33.9 24.4 58.3

(c) Ingenious
Evaluation On Task Off Task Total
Excellent 39.6 23.8 63.5
Average 35.9 25.3 61.2
Poor 30.1 21.5 51.6

(d) Appropriateness
Evaluation On Task Off Task Total
Excellent 36.9 21.2 58.2
Average 33.2 24.9 58.2
Poor 38.3 23.8 62.1

the absolute value of 0.2 or more weak correlation of the correlation coefficients. From
this result, we can see that “On Task” of Epistemic dimension , “Non-argumentative” of
Argumentation dimension “Others” and “Technical Coordination” of Coordination dimen-
sion and “Externalization” of the Social dimension, there is a positive correlation with the
number of contributions, and the more the five labels are, the higher the evaluation of the
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Table 4.22: Evaluation of Submission and Average number of Contributions (Argumenta-
tion)

(a) Overall
Evaluation Non-

argumentative
Simple Claim Grounded Claim Total

Excellent 33.7 27.6 0.1 61.4
Average 35 22.9 0.6 58.6
Poor 35.8 22.2 0.4 58.4

(b) Concreteness
Evaluation Non-

argumentative
Simple Claim Grounded Claim Total

Excellent 34.4 28.3 0.5 63.2
Average 34.9 21.8 0.5 57.2
Poor 35.8 22.1 0.4 58.3

(c) Ingenious
Evaluation Non-

argumentative
Simple Claim Grounded Claim Total

Excellent 38.1 24.9 0.5 63.5
Average 35.9 24.7 0.6 61.2
Poor 31.4 19.9 0.4 51.6

(d) Appropriateness
Evaluation Non-

argumentative
Simple Claim Grounded Claim Total

Excellent 31.4 26.4 0.3 58.2
Average 36.5 21.1 0.6 58.2
Poor 36.3 25.4 0.3 62.1

“Ingenious” is. About “Ingenious”, we believe that how much the conversation took place
within the group is important. About “Overall”, “Concreteness” and “Appropriateness”,
there is a negative correlation with “Elicitation” of Social dimension , and as the number
of contributions, the evaluation is lower.

On the other hand, in order to compare whether the difference in the number of con-
tributions of each member within the group is related to the evaluation of the submission,
the variation coefficient of the number of contributions for each label of each member in
the group was obtained. When the coefficient of variation is high, the number of conver-
sations in the group is large, such as speaking remarkably by only one person on the label.
Table 4.26 shows the correlation coefficient between the variation coefficient of each label
and the evaluation of each item. Bold items are items that the absolute value of a weak
correlation 0.2 or more correlation coefficients. All items with high correlation coefficients
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Table 4.23: Evaluation of Submission and Average number of Contributions (Coordination)

(a) Overall
Evaluation Others Technical Coor-

dination
Proceedings Total

Excellent 53.7 7.4 0.3 61.4
Average 50.4 7.8 0.3 58.6
Poor 50.5 7.5 0.4 58.4

(b) Concreteness
Evaluation Others Technical Coor-

dination
Proceedings Total

Excellent 54.1 8.8 0.3 63.2
Average 49.9 6.9 0.3 57.2
Poor 50.3 7.7 0.3 58.3

(c) Ingenious
Evaluation Others Technical Coor-

dination
Proceedings Total

Excellent 54.3 8.8 0.3 63.5
Average 52.7 8.2 0.3 61.2
Poor 45.5 5.7 0.4 51.6

(d) Appropriateness
Evaluation Others Technical Coor-

dination
Proceedings Total

Excellent 50.2 7.8 0.2 58.2
Average 49.8 7.9 0.5 58.2
Poor 55.2 6.8 0.1 62.1

are negative correlations, and when the difference in the number of conversations in the
group is large, the evaluation gets worse. But, there is a correlation between the deviation
of the number of contributions of “Quick Consensus” and the evaluation, indicating that
if the number of contributions of “Quick Consensus” is biased, the evaluation tends to be
worse.

Table 4.27 excerpts the contributions which are actually given the “Elicitation” and
“Quick Consensus” of Social dimension. “Elicitation” is a remark to ask other student’s
remarks by question, and according to the content of the remarks, it is considered that
the students will be confused about the contents of the task and how to proceed. “Quick
Consensus” is a remark to aim for an immediate agreement on the opinions of other student,
etc. According to the content of the remarks, it is predicted that the conversation in the
group will not get excited.
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Table 4.24: Evaluation of Submission and Average number of Contributions (Social)

(a) Overall
Evaluation Quick Consen-

sus
Externalization Elicitation Total

Excellent 8 51.4 2 61.4
Average 9.4 46.4 2.8 58.6
Poor 9.3 44.9 4.3 58.4

(b) Concreteness
Evaluation Quick Consen-

sus
Externalization Elicitation Total

Excellent 8.4 52.4 2.4 63.2
Average 9.2 45.1 2.9 57.2
Poor 9.4 44.7 4.2 58.3

(c) Ingenious
Evaluation Quick Consen-

sus
Externalization Elicitation Total

Excellent 8.8 51.8 2.8 63.5
Average 9.2 48.8 3.2 61.2
Poor 9.3 38.6 3.8 51.6

(d) Appropriateness
Evaluation Quick Consen-

sus
Externalization Elicitation Total

Excellent 7.5 48.7 2 58.2
Average 10.1 44.3 3.8 58.2
Poor 8.6 49.9 3.7 62.1

4.5.4 Discussion

The proposed method, the multi-dimensional automatic coding also for the new chat data
that is capable revealed. In addition, based on the evaluation of each group by the teacher,
it was possible to find problem points in the group earlier and to search for solutions.

4.6 Conclusion

In this study, we proposed a newly designed coding scheme with which we tried to auto-
mate time-consuming coding task by using deep learning technology. We have constructed
a new coding scheme with five dimensions to analyze different aspects of the collabora-
tion process. After manually coding a large volume dataset, we proceeded to the machine
learning of this dataset using Seq2seq model. Then, we evaluated the accuracy of this au-
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Table 4.25: Correlation coefficient between the submission evaluation and the number of
contributions

Label Overall Concreteness Ingenious Appropriateness
Epistemic Dimension

On Task 0.11 0.15 0.24 -0.02
Off Task -0.09 -0.08 0.11 -0.11

Argumentation Dimension
Non-argumentative -0.05 -0.04 0.20 -0.14
Simple Claim 0.14 0.18 0.17 0.05
Grounded Claim -0.05 0.03 0.05 -0.02

Coordination Dimension
Others 0.05 0.07 0.20 -0.09
Technical Coordination 0 0.06 0.26 0.06
Proceedings -0.06 -0.02 -0.09 0

Social Dimension
Quick Consensus -0.08 -0.1 -0.04 -0.12
Externalization 0.11 0.14 0.27 -0.01
Elicitation -0.37 -0.31 -0.16 -0.26
Total 0.04 0.07 0.22 -0.06

tomatic coding in each dimension. Except some typical types of the misclassifications, the
results were overall very good. These results indicate with certainty that we can introduce
this model to authentic educational settings and that even for large classes that have many
students, we can perform real-time monitoring of learning process or ex-post analysis of
big educational data.

As for the future research directions, we may have two approaches to pursue. The first
approach is about some typical misclassifications in the “Social” Dimension. To improve
prediction accuracy, one could make more explicit and comprehensible the referential re-
lation between a contribution and others even for the machines, if one indicates contribu-
tions to which a contribution refers. For example, with regard to the typical misclassifica-
tion mentioned above between “Externalization” and “Quick Consensus” or “Elicitation”,
since contributions labeled “Externalization” have no reference to other contributions, we
can hope to effectively reduce these misclassifications with this kind of indicator. In ad-
dition, as the next step of this thesis, it seems to be worth trying to compare the accuracy
using DNN models other than Seq2seq and other network structures such as memory net-
works [60]. The second approach concerns the intrinsic structure of our coding scheme.
Since the scheme contains different dimensions and under each dimension different labels
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Table 4.26: Correlation coefficient between the submission evaluation and the deviation of
the number of contributions

Label Overall Concreteness Ingenious Appropriateness
Epistemic Dimension

On Task -0.06 -0.07 -0.07 -0.01
Off Task 0.05 0.05 -0.12 0.09

Argumentation Dimension
Non-argumentative 0 0.07 -0.10 0.10
Simple Claim 0.14 0.09 0.06 0.14
Grounded Claim 0.01 0.02 0.10 0.03

Coordination Dimension
Others 0.18 0.12 0.06 0.18
Technical Coordination 0.10 0.07 -0.04 0.03
Proceedings -0.05 0.01 -0.05 0.03

Social Dimension
Quick Consensus -0.31 -0.28 -0.28 -0.26
Externalization 0.18 0.13 0.19 0.10
Elicitation 0.05 0.01 -0.07 0.17
Total 0.14 0.08 0.05 0.14

Table 4.27: Contributions of “Elicitation” and “Quick Consensus”

”Elicitation” example 1 ͲΕͰ͔͢ʁہ݁
”Elicitation” example 2 ಺༰͸Ͳ͏͠·͔͢ʁ
”Elicitation” example 3 ఏग़͠·͔͢ʁ
”Elicitation” example 4 Ͳ͏͠·͔͢ʁ
”Quick Consensus” example 1 ͦΕ͸͍͍Ͱ͢Ͷ
”Quick Consensus” example 2 ͦ͏Ͱ͢Ͷ
”Quick Consensus” example 3 λΠτϧ೉͍͠Ͱ͢Ͷɻɻɻ
”Quick Consensus” example 4 ͡Ό͋͜ΕͰܾఆͰ͢Ͷɻ

are hierarchically organized, it is very interesting to discover not only correlations among
dimensions, but also among labels belonging to different dimensions [61]. If we can in-
put the information about the correlation between such labels in some form at the time of
automatic classification, the accuracy of automatic coding can be further improved.
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Chapter 5

Conclusion

In this chapter, we summarized the research results and looking forward to the future re-
search works.

5.1 Research Results

The existing research results show that most of the feature sets used in semantic relation
classification are complex. Although the better classification accuracy could be obtained,
but the calculation costs are usually very higher. To solve this problem, We purposed to find
a feature for semantic relation classification that takes both lightweight and high accuracy
into account.

Our study first starts with automatically extracting semantic relationships. We want to
find a method to extract the unknown semantic relation instance from Wikipedia data by
using the known semantic relation instance. In many cases, we found that many informa-
tion related to semantic relations are hide in the sentences. If we can use these information
separately, we could solve our problems. Next, we analyzed various features commonly
used in existing studies in semantic relation classification, and raised a new feature inde-
pendent on the external resources According to the experimental results, we obtained the
following results.

(1) A method for automatic extraction of semantic relations

A new method is proposed to automatically extract “part/material concept” using Associa-
tive Concept Dictionaries and Wikipedia data. For the semantic relation of parts/material,
we set up a group of teaching data to train the SVM classifier by associated the known
“part/material” examples in the Associative Concept Dictionaries and combined with the
text data of Wikipedia articles. Then we obtained new “part/material concept” by using the
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trained classifiers to classify the unknown instances of “part/material concept”, Finally, we
verified our method with 869 pieces of validation data, and got the classification result with
80% accuracy.

(2) A feature applicable to semantic relation classification that is lightweight
and highly accurate

We drew inspirations from the study of distributed representation of words (word vectors)
and proposed a new distributed representation to be called substring vector. This is a dis-
tributed representation of a sequence of words between two nouns in a sentence. According
to the neural network language model, we get the distributed representation of words. There
are a lot of semantic relation information hiding in this distributed representation. Base on
a sentence with a sequence of words between two nouns, we combined the distributed rep-
resentation of the words in a word sequence and build a substring vector. And because this
distributed representation does not depend on any external data sources of semantic rela-
tions, the dimensions of the feature vector are also relatively low. Through the verification
experiments, the proposed feature in Task8 for semantic relation classification, The classi-
fication results with accuracy of 78.10% were obtained, which was a better result compared
with similar studies.

(3) A weighting method for feature vectors based on word frequency

For the feature vectors used in semantic relation classification, we propose a weighting
method based on word frequency. We supposed that if a word often appears in a sequence of
words between two nouns, it then carries more potential semantic relation information that
can be used for semantic classification. In addition, we propose three weighting methods
for comparison. Experiments show that in the case of less training data, our proposed
weighting method is far superior to the other three. Moreover, the accuracy of the semantic
classification results of previous Task8 could be improved by 1% to 3%.

Based on the above research results, we construct feature vectors for semantic rela-
tion classification by using the newly proposed substring vector. Through this simple dis-
tributed representation, we successfully extract the underlying semantic relationship infor-
mation in sentences. Compared to the existing methods that use a lot of complex features,
we get the same level of classification results in the absence of optimizing classifier param-
eters and not use any external resources. We also demonstrated that the results of semantic
relation classification can be improved by about 1% to 3% though using the weighting
method based on word frequency. Compared with the existing method, the dimension of
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feature vectors in our method are very low. This enables us to improve the efficiency by
improving the accuracy of semantic classification and reducing the cost of calculation. And
this new feature are very easy to extend and leverage, and form a new set of features com-
bined with the common features in existing studies easily.

5.2 Future Works

Our study is related to the semantic relation classification. There are many work could be
done to improve the accuracy of automatic extraction “part/material concept” and seman-
tic relation classification, and the future works can be summarized as follows: (1) In the
Associative Concept Dictionary, in addition to the “partial/material concept” data we used,
many other kinds of semantic concepts that can be used as teaching data to improve the
accuracy of the results to some extent. (2) When semantic relation classified, we use the
nonlinear classifier to classify semantic relation only. According to the relevant research re-
sults of current neural network, for the problem of semantic relation classification, a trained
deep neural network could get better results than traditional classifier. (3) Using the sub-
string vector in combined with other traditional feature (excluding external data sources).
For example, the position of words in sentences, syntactic information, etc. We believe that
these could improve the accuracy of classification without greatly increasing the dimension
of feature vectors.
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